Diffusion in Aqueous Gels. Mutual Diffusion Coefficients Measured by One-Dimensional Nuclear Magnetic Resonance Imaging
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Abstract: A simple, reliable method to measure mutual diffusion coefficients of paramagnetic species in aqueous gel media using one-dimensional nuclear magnetic resonance imaging is reported. The concentration variation with position of a paramagnetic marker yields a corresponding spatial variation in T1 relaxation times within the gel. The inversion recovery imaging sequence employed nulls the image intensity from points in the gel with a specified T1 value, which permits the position of any chosen marker concentration to be followed as a function of time. The experimental method minimizes the effect of T2 relaxation in the gel. A plot of the null position as a function of the square root of time yields, after simple manipulation, the diffusion coefficient. The null point is well resolved with a characteristic signal variation in the vicinity of the null point. Diffusion coefficients of both organic (4-amino-TEMPO) and inorganic (copper sulfate) paramagnetic tracers in 10% polyacrylamide, 1% agarose, and silica gel media are reported.

Introduction

Diffusion coefficients are a fundamental measure of molecular mobility and as such may be used to probe the structure of a variety of gel networks. We report here a new method, general in application, which provides a simple and reliable measure of mutual diffusion coefficients of paramagnetic solutes in aqueous gels using nuclear magnetic resonance imaging (NMRI). NMRI is well known as a useful medical imaging modality but has only recently been used for analytical measurements on non-medical systems. The sensitivity of NMRI to a large number of image contrast generating mechanisms has hindered its use in quantitative nonmedical applications where ideally one seeks a simple relationship between image intensity and a specific molecular property such as concentration. The null-point imaging sequence exploited herein yields a direct measure of paramagnetic solute concentration and position.

Theory/Simulation

The key feature which underlies this method is the simple relationship between spin-lattice relaxation rates and paramagnetic molecule concentration. The induced relaxation of $^1$H protons of water in the gel is a first-order process governed by eq 1.

$$\frac{1}{T_1} = a + bC$$

where $C$ is the concentration of the paramagnetic molecule, $b$ is the molar relaxivity, and $a$ is the inverse natural lifetime of water in this environment. A plot of Figure 1 of $1/T_1$ versus $[Cu^{2+}]$ in doped samples of 10% polyacrylamide gel gave a straight line ($r^2 = 0.99$) with a slope, $b$, of 0.814 s$^{-1}$ mM$^{-1}$ and an intercept, $a$, of 0.509 s$^{-1}$. The molar relaxivity varies widely between different paramagnetic species and is related to the number of unpaired electrons, the electron spin relaxation rate, and the rate of exchange between inner hydration sphere and bulk water. The linear relationship of eq 1 is almost universally true barring concentration-dependent phenomena such as precipitation and surface adsorption.

Given the linear relationship between paramagnetic concentration and spin-lattice relaxation rates, the concentration of a dilute paramagnetic species may be probed via its effect on the $^1$H spin-lattice relaxation time ($T_1$) of the abundant, NMRI-active, water protons in an aqueous gel. The inversion recovery NMRI imaging sequence ($180^\circ$-td-$90^\circ$-$t_E$-acquire) yields a one-dimensional magnetization profile which is particularly sensitive to $T_1$ relaxation. The analytical expression for the signal intensity at a point is given by eq 2.

$$S = \rho \exp(-t_E/T_2)[1 - 2 \exp(-t_0/T_1)]$$

where $\rho$ is the proton density, $t_0$ is the time until the spin echo is detected, and $T_2$ is the spin–spin relaxation time of the water. The variable $t_0$ is an adjustable delay which will zero the third term in eq 2, and thereby the entire expression, when set equal to (In 2)$T_1$. This relation is the basis of the simple null-point determination of $T_1$ in NMRI spectroscopy. Only the initial $180^\circ$ inversion pulse and delay $t_0$ distinguish this sequence from a standard spin echo imaging sequence. Two-dimensional
inversion recovery imaging sequences have recently been used to
give enhanced $T_1$ contrast in conventional NMRI.\(^{17,18}\)

The sequence outlined above will localize a chosen paramagnetic
concentration in a sample without regard to its spatial variation.
In this work the spatial variation of concentration is governed by
the one-dimensional diffusion equation with boundary conditions
(free diffusion into a semi-infinite slab from a constant concen-
tration reservoir) chosen to yield a simple result, eq 3,

$$C/C_0 = \text{erfc}[x/2(Dt)^{1/2}]$$  \(3\)

for which $C/C_0$ is the normalized concentration, $D$ the diffusion
coefficient, $x$ the spatial position, and $t$ the elapsed time of the
experiment. The boundary conditions above require that the
reservoir solution in the diffusion cell be well mixed and of fixed
concentration. In practice, random mixing due to small tempera-
ture fluctuations and to vibration induced by the gradient
coils ensure the reservoir solution is well mixed. Limiting the
duration of the experiment ensures $C_0$ remains essentially constant
(5% decrease in 90 min for a typical measurement).\(^{10}\) Equation
3 also requires, and we achieve, a sharp initial boundary between
gel and reservoir. Fortunately the gel network, by its nature,
limits convective mixing, so diffusion alone occurs in the gel.

Figure 2 shows the solution to eq 3 at four experimental times,
200, 1000, 2500, and 5000 s, for a diffusion coefficient of $3.0 \times
10^{-6}$ cm$^2$ s$^{-1}$. Our approach is to follow a concentration contour
$C = C'$ determined by $t_d$, which is a small fraction of the reservoir
concentration $C_0$. A plot of the position of $C'$ versus the square
root of time will yield the diffusion coefficient $D$ directly after
simple regression analysis. As shown in Figure 2, a small $C'/C_0$
ratio is desirable in order to achieve the maximum displacement
in the minimum time. Ideally one would track an infinitely small
$C'$; however, resolution of the null point is difficult, vide infra,
and the estimate prone to error in this limit.

The experiment may be simulated by combining eqs 1, 2, and
3 and exploring the effect of altering the experimental variables.
Two features should be noted. Although points with $T_1$ values
greater than $t_d/\ln 2$ should have negative signal intensities, because
our experimental data is magnitude data, the simulated signal
intensities are plotted as absolute values. In addition, the values
of the first two terms in eq 2 are set to unity. The first term, $p$
is the normalized proton density, which is spatially invariant and
therefore may be set to 1. Setting the second term equal to 1
assumes that $T_1$ is very long in the gel. This is not always true,

and since it is an important issue with respect to the general
applicability of the technique, it will be considered further below.

Figure 3 is a series of four simulated NMR profiles where the
signal is plotted as a function of position at times corresponding
to those of Figure 2. The $C_0$ concentration was 15.0 mM, and
$C' = 2.0$ mM with a diffusion coefficient of $3.0 \times 10^{-6}$ cm$^2$
$s^{-1}$. Several features of the model experiment are immediately
apparent. The signal intensities at $x = 0$ and $x \rightarrow \infty$ are not
1. This is expected, since the recoveries of the magnetization
vectors at these two points are governed by their respective inverse
$T_1$ values, which are $a + bC_0$ and $a$. These values are neither
much longer than $t_d$ nor much shorter than $t_d$, where $t_d = \ln 2/(a + bC')$, which would be the criteria for either
complete recovery or no recovery during $t_d$. Most striking,
however, is the form of the signal near the null point. At all times
the signal is symmetric in the region of this point; the null point
is well defined but the neighboring curve broadens with time.
The excellent definition of the null point in these simulations
suggests that, given adequate signal-to-noise, the null point should
be easily tracked experimentally.

Simulations, not shown, indicate that the best definition of the
null point is achieved when the signals at points $x = 0$ and $x \rightarrow
\infty$ are roughly equivalent. This restriction is quite loose in
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The slope, as mentioned previously, yields the diffusion coefficient. The intercept of the best fit line in each case yields the T2 value in the gel will not be spatially invariant due to the slice select gradient. It should be noted that this position, in a model experiment, for various T2 values of the gel is typically chosen. The simple one-dimensional profile experiment is more favorable in terms of signal-to-noise than a second experiment at three discrete times. The net result (polyacrylamide experiment) is always positive. As discussed in the previous section, a magnitude Fourier transform of the NMR data yields the absolute value of the signal given by eq 2; magnitude data is preferred because it avoids the necessity of phasing the data. The region of the sample which should have negative signal intensity is the bulk gel on the left-hand side of the profiles in Figure 5 which has a long T1 value. The null point is well resolved and closely approximates zero, which is an experimental verification of the simulation results presented earlier. However, the signal will approximate zero only when the distribution of T1 values within the volume defined by a pixel is very narrow. At very early times in an experiment, when the concentration gradient around C' is very large, the signal intensity will not be zero; nevertheless it will be a minimum, and this is a sufficient condition to mark the position of C'.

Results and Discussion

Figure 5 shows the results of a representative diffusion experiment at three discrete times. In this case Cu2+ is diffusing from right to left into a cylinder of 10% polyacrylamide gel. Figure 6 shows a plot of the position of C' versus the square root of time for a similar Cu2+ diffusion experiment where the observations of four concentrations C' (1.0, 2.0, 3.0, and 6.0 mM) have been interleaved. The linearity of the plots in Figure 6 confirms that copper ions spread through the gel via a diffusion mechanism. The intercept of the best fit line in each case yields a measure of the interface between the gel and reservoir solution. The slope, as mentioned previously, yields the diffusion coefficient.

null point. The spatial derivative of eq 2 (first two terms set to unity) at the null point, S = 0, is given by eq 4,
\[ \frac{dS}{dx} = b_1 \frac{dC}{dx} \] (4)

which assumes that the proton density, \( \rho \), is constant and a short \( t_\text{R} \) masks any spatial dependence of \( T_2 \). The differential of the absolute signal intensity is therefore directly proportional to the differential paramagnetic concentration in the region of the null point. Since the variation of concentration with position is approximately linear over small distances (Figure 2), the curve is symmetrical about the null point. (4) The breadth of the curve in the vicinity of the null point increases with time. The value of the derivative \( dC/dx \) (Figure 2), evaluated at \( C' \) where \( S = 0 \), decreases as the concentration \( C' \) moves further from the origin, and therefore \( dS/dx \) decreases.

Our consideration of the experiment to this point has focused on smooth analytical functions of space and time and has neglected the discrete nature of the data collected. A finite number of data points, typically 256 or 512 points, may not adequately reconstruct a function which changes value rapidly. The only region of the sample which this causes concern is the null point. Examination of the signal intensity from points on either side of an experimental null point shows the signal is often highly asymmetrical, which is at variance with both the simulated data and eq 4. The asymmetry is due to the finite size of the pixels (0.2 mm) which are used to reconstruct the true experimental data. Unless the true null point will traverse a given pixel in a finite amount of time, by sampling discrete profiles at time intervals on the order of tens of seconds, one will assemble a series of profiles where the experimental minimum is localized in the same pixel; but progressing through the time series, the asymmetry is skewed first one way then the other with the median profile invariably showing the best symmetry about the null point. This is expected if the null point moves with constant velocity through that pixel, which is a reasonable approximation over a distance the size of a pixel. However the velocity should decrease with time, which suggests the null point will be resident in a given pixel for a longer period of time the further the null point moves from the origin; this was observed experimentally. The practical manifestations of this pixelation effect are threefold. The uncertainty in the null point is somewhat less than the width of a pixel, as estimated in Figure 6. Because we have a criterion for 'good' null point estimates, namely symmetry, the semi-automated method of data analysis yields excellent results. Furthermore, since the median profile of such a series is the best estimate, the automated data analysis method (using all 128 profiles) gives results essentially the same as the semi-automated method.

Several other laboratories have recently used the dependence on paramagnetic tracer concentration of water relaxation times to measure diffusion coefficients in porous media.22-24 The weakness of all three methods is the effect of \( T_2 \) on the measurement. Pearl et al.23 are restricted to media which have very short \( T_2 \) values such that only \( T_1 \) varies spatially while Guillot et al.22 are restricted to a narrow concentration range where a given combination of the repetition time and echo time yield a signal directly proportional to concentration. Asakura et al.24 have attempted to take account of the explicit concentration dependence of \( T_2 \); however, one should note that, in a microscopically heterogeneous medium like a gel, the measured \( T_2 \) will generally be dependent on the sequence used.25,26 Certainly a CPMG sequence21 is unlikely to give the same answer as a Hahn spin echo with a pulse spacing analogous to that of an imaging experiment. Underlying the special conditions which the first two studies used to minimize the \( T_2 \) effect is the subtle dependence of the imaging experiment on a wide variety of contrast-generating mechanisms which involve \( T_2 \). Clearly the best experiment is one which is free of special restrictions, as far as possible, and is applicable to the broadest range of substrates. The inversion recovery sequence, used in the present study, by employing a null measurement neatly avoids the troublesome behavior of \( T_2 \). In addition, the form of the data leads to a simple plot of \( x \) versus \( t_\text{R} \), from which linear regression yields a diffusion coefficient directly. The alternative approach, whereby one assembles a concentration versus position curve at a given time, requires nonlinear regression to yield \( D \). We note in passing that the inversion recovery imaging sequence may be used to reconstruct a concentration curve at a specified time in the diffusion experiment by stepping the delay \( t_\text{R} \) through a series of values which correspond to known concentrations. By successive application of this sequence, a plot of the position of the chosen concentrations may be assembled, provided the overall curve does not change during data acquisition. Figure 7 shows the result of such an experiment 171 min after initiation of diffusion; overlaid are concentration points calculated from eq 3 using an experimental diffusion coefficient determined in the early part of the experiment by the null point tracking method. Although the agreement is encouraging, the experiment in general is less satisfactory because it requires a good estimate of the gel/reservoir interface, is restricted to long experimental times, and requires nonlinear regression to determine \( D \).

The motivation for this study, and the resulting experiments, is our involvement in reaction and diffusion measurements of paramagnetic contrast agents in a variety of ideal and nonideal porous media.27,28 For this reason we required fundamental data on the diffusion coefficients of representative contrast agents in
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**Table I. Cu**²⁺ **Diffusion Coefficients**

<table>
<thead>
<tr>
<th>gel</th>
<th>experiment</th>
<th>( D/(10^{-6} \text{cm}^2 \text{s}^{-1}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>10% polyacrylamide</td>
<td>1</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>3.5</td>
</tr>
<tr>
<td>1% agarose</td>
<td>1</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>4.6</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>4.6</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>4.6</td>
</tr>
<tr>
<td>silica</td>
<td>1/2</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>3.8</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3.1</td>
</tr>
</tbody>
</table>

---

* Except where noted, \( C' = 2.0 \text{mM} \), \( C_0 = 15.0 \text{mM} \), and \( T = 21.5 \pm 0.5 ^\circ \text{C} \). Multiple concentrations \( C' \) tracked (1.0, 2.0, 3.0, 6.0 \text{mM}). Multiple concentrations \( C' \) tracked (1.4, 2.2, 3.6 \text{mM}). \( C_0 = 85 \text{mM}, T = 27 \pm 0.5 ^\circ \text{C} \). Multiple concentrations \( C' \) tracked (6.6, 8.3, 13, 21 \text{mM}).

---

Figure 7. Normalized concentrations $C/C_0$ (O) plotted versus position 171 min after initiation of 15.0 mM Cu²⁺ diffusion into 10% polyacrylamide. Discrete concentrations $C$, and therefore $C/C_0$, were localized by null-point determination at many different times $t_n$. Overlaid are normalized concentration points $C/C_0$ (●) calculated according to eq 3 for $D = 3.0 \times 10^{-6} \text{cm}^2 \cdot \text{s}^{-1}$. Uncertainty in each position estimate is ±1/2 pixel (0.1 mm).

Table II. 4-Amino-TEMPO Diffusion Coefficients

<table>
<thead>
<tr>
<th>gel</th>
<th>experiment</th>
<th>$D/(10^{-6} \text{ cm}^2 \cdot \text{s}^{-1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10% polyacrylamide</td>
<td>1</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2.1</td>
</tr>
<tr>
<td>2% polyacrylamide</td>
<td>1</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2.6</td>
</tr>
<tr>
<td>3% agarose</td>
<td>1</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3.0</td>
</tr>
<tr>
<td>4% agarose</td>
<td>1</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3.1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3.2</td>
</tr>
<tr>
<td>1% agarose</td>
<td>1</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3.0</td>
</tr>
<tr>
<td>5% agarose</td>
<td>1</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3.0</td>
</tr>
<tr>
<td>10% agarose</td>
<td>1</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3.0</td>
</tr>
</tbody>
</table>

$^a$ $T = 21.5 ± 0.5 \degree \text{C}$. $^b$ $C_0 = 57 \text{ mM}$. $^c$ Multiple concentrations $C'$ tracked (1.1, 3.3, 6.0, 10 mM). $^d$ $C_0 = 51 \text{ mM}$, $C' = 10 \text{ mM}$. $^e$ Measured by a Hahn spin echo sequence. $^f$ Silica gel is also a common chromatography medium and has short aqueous $T_1$ (hundreds of ms) and very short $T_2$ (tens of ms).

The optimum concentrations $C'$ for these experiments were calculated according to the rules developed in the simulations, viz. $bC' \geq 3a$ with $C'/C_0 \sim 1/8$. Since copper sulfate has a molar relaxation rate, $b$, approximately 4 times greater than 4-amino-TEMPO (0.810 s⁻¹ mm⁻¹ versus 0.210 s⁻¹ mm⁻¹ for 10% polyacrylamide, comparable results in 1% agarose), $C'$ and also $C_0$ must increase for an experiment with 4-amino-TEMPO. Silica gel has a natural lifetime, $T_1$, in the absence of relaxation agent which is much shorter than that of 10% polyacrylamide (200 ms versus 2 s) hence the value of $a$ in the calibration curve is much larger. Therefore, for the same nominal resolution of the null point, with a molar relaxation which is media invariant, the observed concentration $C'$, and therefore $C_0$, must be proportionally higher.

We have examined the reproducibility of our experimental results in two ways: first a series of measurements over several days using different gel preparations, and second a series of measurements on the same day with one gel preparation. The first series of measurements are polyacrylamide experiments 1–6 in Table I; the second series of experiments, which show much less variation, are agarose experiments 1–5 also in Table I. The uncertainty in an individual experiment is approximately 5%, as calculated from the uncertainty in the $x$ versus $t^{1/2}$ plots and the uncertainty in $C'$ from the calibration curve. The polyacrylamide gel results prove that the uncertainty in individual experiments is not, in general, the major source of experimental error; rather, day-to-day variability in performing the experiment and formulating the samples dominates.

The pooled results of Table I give diffusion coefficients (and 95% confidence intervals) for copper ion diffusion into the three experimental media. In a 10% polyacrylamide matrix the diffusion coefficient is $(3.3 \pm 0.2) \times 10^{-6} \text{ cm}^2 \cdot \text{s}^{-1}$, whereas in 1% agarose the diffusion coefficient is $(4.8 \pm 0.1) \times 10^{-6} \text{ cm}^2 \cdot \text{s}^{-1}$. In a silica gel medium, with fewer measurements, the diffusion coefficient is $(3.5 \pm 0.5) \times 10^{-6} \text{ cm}^2 \cdot \text{s}^{-1}$. Qualitatively the diffusion coefficient of Cu²⁺ in silica gel is similar to the result in 10% polyacrylamide. This is not wholly surprising because the average pore size in the two media is very similar. For both 10% polyacrylamide and silica gel, the average pore size is on the order of tens of cubic nanometers.

Localization of the null point in the silica gel experiment was difficult due to the poor signal-to-noise of the experimental profiles. The $T_2$ of the silica gel matrix, measured with a Hahn spin echo, was 20 ms and, as estimated by simulation of the experiment, this value is close to the $T_2$ limit of the technique using an echo time of 10 ms. In contrast to silica and polycrylamide, agarose is known to have a very open structure with pore sizes on the order of hundreds of cubic nanometers.

The more open structure, and hence reduced obstruction effect, is qualitatively the reason for faster diffusion in agarose compared to polycrylamide. A two-sided $t$-test at a 98% confidence level shows the two results are statistically different. In all three cases the experimental diffusion coefficient of copper sulfate is attenuated from that measured in free aqueous solution (14 mM, $25 \degree \text{C}$), $6.5 \times 10^{-6} \text{ cm}^2 \cdot \text{s}^{-1}$.

Remarkably, there is a very close agreement between the measured diffusion coefficient of copper sulfate in 1% agarose and a literature value for the diffusion coefficient of copper ion in a structurally related agar gel matrix, $5 \times 10^{-6} \text{ cm}^2 \cdot \text{s}^{-1}$.
A trend similar to that observed for copper sulfate is present in the 4-amino-TEMPO diffusion results (Table II). The diffusion coefficient measured in a 1% agarose gel is larger than that measured in a 10% polyacrylamide gel. The diffusion coefficients (and 95% confidence intervals) are (2.7 ± 0.2) × 10⁻⁹ cm² s⁻¹ in 10% polyacrylamide and (4.0 ± 0.4) × 10⁻⁹ cm² s⁻¹ in 1% agarose. The two diffusion coefficients are statistically different when compared by a one-sided t-test at a 98% confidence level.

Not only do the measured diffusion coefficients in both media show the expected trend, agarose faster than polyacrylamide, but the larger size of the 4-amino-TEMPO, and thereby its increased frictional coefficient, results in a consistently smaller diffusion coefficient in both media. Thus the 4-amino-TEMPO diffusion coefficient is approximately 80% of that measured for copper in both media. Due to the fundamentally different nature of the two probes, charged versus uncharged and considerations of possible counterion effects, no more than a qualitative comparison is appropriate at this juncture. However, a quantitative examination of diffusion in either of these media would be possible using the inversion recovery imaging sequence; such experiments would require better temperature control and should focus on systematic changes in the gel matrix (via the percent composition) while employing the same magnetic probe. Alternatively one could systematically change the probe size while maintaining the gel matrix constant.

Conclusion

In conclusion we wish to emphasize the generality of the method. Although it relies on use of a paramagnetic substrate, a large number of transition metals and stable free radicals (or molecules labeled with these moieties) are paramagnetic and of potential interest. One of the salient properties of the method is its dependence on only one paramagnetic species in what may be a rather complicated molecular and environmental milieu.

In a typical experiment, a magnetic field gradient (8000 Hz/cm) applied parallel to the long axis of the sample gave a 5.21-cm field-of-view with a resolution of 0.2 mm per pixel (spectral width 41667 Hz); echo time, tₑ, was 10 ms. Stronger field gradients and faster digitization rates were sometimes used to increase resolution to 0.1 mm per pixel. Gradients were linear and were calibrated by imaging one-dimensional phantoms of known length. Profiles (128 in total) were collected every 40 s commencing immediately after addition of the tracer solution. Four acquisitions were commonly interleaved in one experiment by repeating the inversion pulse every 10 s and cycling the delay tᵣ in order to observe four different concentrations Cᵣ.

Data Processing. Experimental time domain NMR data was transformed and displayed on a Sun SPARC station using in-house software. Experiments were simulated with Mathematica on a NeXT cube. Experimental null points were determined either by automatic detection of the minimum value within a profile or by manual searching of selected profiles. Diffusion coefficients were calculated from eq 3 via the slope of a plot of null-point position versus tᵣ. The null points from all 128 profiles were used in the regression analysis performed automatically; in the semi-automated processing protocol, null points from a limited number of profiles were subject to the same regression analysis. These profiles were chosen on the basis of their proximity to the null of the signal from the nearest neighbor pixels. No significant differences were observed between the result from the semi-automated and fully automatic analyses using the same input experiments.
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