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After its introduction in the late
1990s, GNSS network real-time
kinematic (RTK) technology based

on the virtual reference station (VRS) ap-
proach became an accepted and proven tech-
nology, which is widely used today in a large
number of installations all over the world.
Compared with traditional single baseline
RTK technology, network RTK removes a
significant amount of spatially correlated error
due to the troposphere, ionosphere, and satel-
lite orbit errors, and thus allows RTK posi-
tioning using reference station networks with
inter-station distances of 40 kilometers or
more while providing the performance of
short baseline positioning.

Currently more than 2,500 reference
stations are operating in networks in more
than 30 countries using Trimble’s GPSNet
version of network RTK. Data processing
in GPSNet uses the mathematically op-
timal Kalman filter technique to process
data from all network reference stations.
This approach models all relevant error
sources, including satellite orbit and clock
errors, reference station receiver clock er-
rors, multipath, and particularly ionos-
pheric and tropospheric effects. 

To optimize real-time computational per-
formance, our FAMCAR (Factorized Multi-
Carrier Ambiguity Resolution)
methodology is used to factorize uncorre-
lated error components into a bank of
smaller filters, specifically a geometry filter,
geometry-free filters, and code-carrier fil-
ters. This approach results in significantly
higher computational efficiency. However,
due to the fact that the geometry filter still
contains a large number of states (several
hundreds to a thousand or more states de-
pending on the number of stations in the
network), GPSNet until recently was able
to process only 50 reference stations on a
single PC server; larger networks were di-
vided into sub-networks and operated by

SURVEYORS AND GEODESISTS pioneered the use of GPS carrier-phase
positioning in the early 1980s when only a few Block I test satellites were
in orbit. Receiver measurements were recorded simultaneously at project
or rover sites and a reference site and, after collection, the data were post-
processed back in the office. Postprocessing of differenced carrier phases
became a standard high-accuracy positioning technique and is still fre-
quently used today.

However, some high-accuracy positioning and navigation tasks require
real-time operations. In the mid-1990s, real-time kinematic (RTK) position-

ing was developed. In RTK positioning, a
receiver at a reference site makes pseudo-
range and carrier-phase measurements,
which are transmitted over a radio link to
one or more rover receivers in the field. A
rover receiver combines its measurements
with those received over the radio link and,
resolving the carrier-phase ambiguities, ac-
curately determines its coordinates.

Because atmospheric and satellite-posi-
tion errors decorrelate with increasing dis-
tance between reference and rover
receivers, the ability to perform successful
ambiguity resolution decreases with dis-
tance as well. This limits the effective dis-
tance between reference stations and
rovers. To overcome this limitation effi-
ciently, the concept of network RTK was

developed where data from a number of reference stations are used in a
filter to determine the measurement errors across the network and then
to provide corrections to rovers or to synthesize data for a virtual reference
station (VRS) in the vicinity of a particular rover. As the number of stations
in a network grows, the more processing is required to generate correc-
tions and VRS data streams. And as more satellite signals are observed by
reference and rover receivers, even higher demands are placed on the
network RTK filter processing. In this month’s column, we look at an inno-
vative filter technique for significantly extending the number of reference
stations that can be supported for network RTK positioning under mod-
ernized GNSS.
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multi-server solutions.
In recent years, more and more serv-

ice providers have set up reference networks
to provide nation-wide or region-wide
RTK services. Many of them contain more
than 50 reference stations; for example,
Jenoba Corp., Japan (338 stations); E.ON
Ruhrgas AG’s ASCOS, Germany (more
than 180 stations); Ordnance Survey,
United Kingdom (86 stations); and many
existing network operators intend to ex-
tend their networks to serve larger areas.
Furthermore, with more signals from more
satellites thanks to GNSS modernization
efforts, even greater demands will be placed
on the capabilities of network operators.
In order to allow the processing of larger
networks on one single PC, an efficient
approach — the federated geometry filter
— has been developed and implemented
in Trimble’s latest infrastructure software
(GPSNet version 2.5).

Geometry Filter
The geometry filter plays an important role
in the GNSS network data processing. It
provides not only the float estimation of
ionosphere-free ambiguities for later net-
work ambiguity fixing, but also provides
total zenith tropospheric propagation delay. 

Centralized Filter. This filter usually
runs as a centralized Kalman filter. The typ-
ical state vector in the filter consists of

n tropospheric zenith total delay (ZTD)
per station

n receiver clock error per station
n satellite clock error per satellite
n ionosphere-free ambiguity per sta-

tion per satellite
n orbit errors 
TABLE 1 shows the number of states in

the filter for a given number of stations and
satellites observed at each station. For exam-
ple, for a 20-station network with 12 satel-
lites observed at each station, the filter has
328 states; for a 120-station network and
18 satellites observed at each station, the fil-
ter has 2,472 states. With the increase in the
number of stations in the network and num-
ber of satellites observed at each station, the
number of states and therefore processing
time will increase dramatically. 

FIGURE 1 shows the number of multipli-
cations required for one filter step (one
epoch of data sent through the filter) for a
given number of stations with the assump-
tion that 12 satellites are observed at each
station. As the most time-consuming op-
eration in the filter is the multiplication,
this figure can be approximately interpreted

as the relationship between the number of
stations and the computational load of the
filter. In Figure 1, the blue bars give the
number of multiplications in billions for
numbers of station from 10 up to 120. The
purple line in the figure represents the func-
tion (37x)3, where x is the number of sta-
tions, which fits perfectly to the required
multiplications. So, it is clear that the com-
putational time increases cubically with the
number of stations in the network. 

Federated Filter. The federated Kalman
filter was introduced by Neal Carlson in the
late 1980s (see Further Reading). The basic
idea of the federated filter is

n A bank of local Kalman filters runs in
parallel. Each filter operates on measurements
from one local sensor only. Each filter con-
tains unique states for one local sensor and
common system states for all local sensors. 

n A central fusion processor computes
an optimally weighted least-squares esti-
mate of the common system states and their
covariance. 

n Then, the result of the central fusion
processor is fed back to each local filter to
compute better estimates for the local
unique states.

The main benefit of this approach is that
each local filter runs with a reduced number
of states and the computation time for the
whole system increases only linearly with the
increase in the number of local sensors. This
significantly reduces the computational load
compared to the centralized filter approach.

For GNSS network processing, each ref-
erence station can be treated as a local sen-
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¶ FIGURE 1 Relation between number of reference stations and
required multiplications in one filter step
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¶ FIGURE 2 Block diagram of the federated geometry filter

TABLE 1 Number of states in the central-
ized geometry filter

Stations Satellites States
20 12 328

15 400
18 472

40 12 608
15 740
18 872

80 12 1168
15 1420
18 1672

120 12 1728
15 2100
18 2472
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sor with unique states like ZTD, receiver
clock error, and ionosphere-free ambigui-
ties (21n states, where n is number of satel-
lites in the system), and common states like
satellite clock errors and orbit errors (n1m
3n states, where n is number of satellites in
the system and m is number of orbit-error
parameters per satellite). Therefore the fed-
erated filter approach can be applied. As
there are still too many common states, an
additional step can be taken to further re-
duce the computational load. The satellite
orbit error states are estimated with a frame
filter. This frame filter uses only a subset
of the reference stations in the network to
estimate the orbit error parameters. Then
the estimated orbit errors are applied directly
to observations processed in the local filters.

FIGURE 2 illustrates the block diagram of
the federated geometry filter for GNSS net-
work processing. This approach contains
one frame filter, a bank of single-station
geometry filters (one per reference station),
and one central fusion master filter.

Performance Analysis. Our perform-
ance analysis is divided into two parts. One
is the post-processing performance com-
parison between the centralized geometry-
filter approach and the federated
geometry-filter approach. It focuses on the
server performance - availability and relia-
bility of the network processing and pro-
cessing time. The other part is the real-time
performance analysis focusing on the RTK
rover positioning and ambiguity-fixing per-
formance in the network.

Post-processing Performance. The
post-processing performance study uses a
post-processing version of GPSNet. The
first test performed is to check the availabil-
ity (percentage of fixed ambiguities) and re-
liability (percentage of correctly fixed
ambiguities) with both the centralized
geometry-filter approach and the federated

geometry-filter approach. Four days of data
(days 289, 290, 291, and 322 of the year
2003) from the Bavarian Land Survey De-
partment BLVG network (45 GPS sta-
tions, Germany) were used in the test.
TABLE 2 summarizes the test results. For the
GPS-only network (BLVG), both ap-
proaches give similar results in terms of avail-
ability and reliability. 

The second analysis is to check the process-
ing time needed by the centralized and feder-
ated geometry-filter approaches. In this test,
one day of data from 123 reference stations
from five German states (Bavaria, Nordrhein-
Westfalen, Hessen, Thueringen, and Nieder-
sachsen) was used as shown in FIGURE 3. 

From these 123 stations, we selected from
50 to 100 stations, in increments of 10 sta-
tions, to run network processing with both
approaches. The total processing time (in-
cluding data preparation, ionosphere mod-
eling, and network ambiguity fixing) of each
process for one day of data is summarized
in TABLE 3. For a 50-station network, the
federated filter approach takes 20 minutes
to process the data, whereas the centralized
filter takes 173 minutes. For a 100-station
network, the federated filter approach takes
57 minutes, whereas the centralized filter
approach takes 3581 minutes (nearly 2.5
days) to process one day of data, which
means it is impossible to process data in real
time. Table 3 also gives the ratio of process-
ing time between the centralized filter and
federated filter approaches. For a 50-station
network, the federated filter approach is 8
times faster and for a 100-station network,
the federated filter approach is 63 times
faster than the centralized filter approach.
This test proves that the federated filter ap-
proach is highly computationally efficient
for large networks.

Real-Time Performance. For the real-
time test, two GPSNet systems were set up

in parallel. One ran the centralized filter ap-
proach. Real-time data streams from 45 sta-
tions in the BLVG network were used in
this configuration. Another system ran the
federated filter approach. Real-time data
streams from more than 100 stations in the
SAPOS network (the Satellite Positioning
Service of the German State Survey) were
used in this configuration. Two rover re-
ceivers located in the Trimble Terrasat of-
fice were used to verify the rover positioning
and ambiguity-fixing performance. One of
the VRS data streams generated from these
two systems was streamed to each rover. The
nearest reference station was 16 kilometers
away in both cases.

TABLE 4 summarizes the statistics of po-
sition errors over one day, which indicate
that the positioning performances from
both systems are the same from a statistical
point of view. 

Another test conducted in real time is the
check of RTK ambiguity-fixing perform-
ance. The test setup is the same as the posi-
tioning performance test. TABLE 5
summarizes the RTK fixing performance
during one day in terms of mean fixing time,
the 68th, 90th, and 95th percentiles, and the
minimum and maximum fixing times.
Though the minimum and maximum fix-
ing times for the rover in the system running
the federated filter approach are longer than
the centralized filter approach, other statis-
tics are very much the same.  
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¶ FIGURE 3 Test network in Germany 

TABLE 2 Post-processing performance test (availability and reliability) in percent

NETWORK Centralized Approach Federated Approach
Availability Reliability Availability Reliability

BLVG289 98.86 100 99.05 100
BLVG290 99.05 100 99.06 100
BLVG291 98.99 100 98.98 100
BLVG322 97.79 100 97.40 100
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Improving Rover Performance
Latest developments have shown that it is
possible to improve the rover positioning
performance by using statistical informa-
tion for the predicted residual error at the
rover location. The models used in network
RTK (such as the ionospheric, tropospheric,
and orbit errors) reduce the magnitude of
the error sources dramatically but they are
unable to eliminate the errors completely.
The predicted variance of the geometric and
ionospheric corrections for each rover loca-
tion can be computed from the available
data for each satellite individually. These
predicted values can be used in the rover to
derive an optimum position solution using
specific weighting mechanisms. The appli-
cation of this approach is described below
and results are presented showing the posi-
tioning performance due to the use of the
computed statistical information. 

The VRS method generates “optimized”
corrections for individual rover locations.
However, as mentioned, errors cannot be
completely eliminated. Based on the avail-
able data, the density of the network, and

irregularities in atmospheric conditions, dif-
ferent residual errors will affect position so-
lutions. Our VRS network server software
is able to predict variances of residual errors
at an individual rover location for each satel-
lite in view. These parameters characterize
the expected geometric and ionospheric er-
rors at the rover. The stochastic parameters
for the ionospheric error are given by

where sic is the standard deviation account-
ing for constant dispersive prediction error,
s id is the standard deviation for the dis-
tance-dependent dispersive prediction error,
and d is the distance to the nearest physical
reference station. 

For the non-dispersive error, we use

where s0c is the standard deviation account-
ing for constant non-dispersive prediction
error, s0d is the standard deviation for the
distance-dependent non-dispersive predic-
tion error, s0h is the standard deviation for
the height-dependent non-dispersive pre-
diction error, d is the distance to the near-
est physical reference station, and Dh is the
height difference to the reference station. 

The distance-dependent part was intro-
duced to describe the error growth with the
distance to the nearest physical reference sta-
tion. The height-dependent part is used to
describe the error growth due to tropospheric
delay. Typically the errors grow with distance
from reference stations; that is, the estimates
for the dispersive and non-dispersive errors
at the rover location will be dependent on the

rover location in the network. As we can
see in FIGURE 4, the error is small for some
area around the reference stations and in-
creases with distance. An alternative approach,
which is desirable, is to continuously com-
pute the error statistics in the network server
software for the current rover position. In that
case, the distance- and height-dependent parts
of the equations describing the errors will be
zero. Figure 4 shows typical error behavior
for the ionospheric effect. 

The stochastic parameters can be used
in the rover to control the optimum weight-
ing of VRS data for the individual satellites
in the position solution and thus lead to in-
creased position accuracy. This weighting
approach can also be used to support the
ambiguity search process and the optimum
combination of L1 and L2 observations to
derive a “minimum error” position estimate. 

To verify this idea, we carried out tests
with data from two different networks. 

Terrasat Network. The first network is
based on Terrasat-owned reference stations
in the region surrounding Munich, Ger-
many (see FIGURE 5). 

The Hoehenkirchen station was not part
of the network processing; it was used as a
rover station only. The nearest reference sta-
tion is Grosshoehenrain, which is 16 kilo-
meters away. An optimum VRS data stream
was generated for a full day and this data
stream was used to position the Hoe-
henkirchen rover with the Trimble RTK en-
gine. The RTK engine was run in the
standard mode and in a modified mode, in
which the RTK engine made use of the sta-
tistical information on ionospheric and geo-
metric residual errors in the VRS data
stream. In order to visualize the accuracy
improvement, the full day was cut into 48
0.5-hour segments and the 3D root-mean-
square (RMS) error for each 0.5-hour slot
was computed and visualized. The green
bars in FIGURE 6 represent the RMS values
for the standard procedure previously used
in the RTK engine, whereas the red bars
represent errors for the optimized solution.
The cyan bars show the average predicted
ionospheric errors. The graph shows that
in almost all cases the optimized solution
was able to reduce the position errors by up
to a half. For some of the 0.5-hour slots, no

σ 0
2 = σ 0c

2 + σ 0d
2 × d2 + σ 0h

2 × ∆h2

σ i
2 = σ ic

2 + σ id
2 × d2
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TABLE 3 Processing time comparison

Number of Stations Centralized (minutes) Federated (minutes) Ratio
50 173.35 20.57 8.4
60 280.83 25.56 11.0
70 455.03 31.28 14.5
80 697.83 38.23 18.2
90 1152.47 53.15 21.7
100 3581.46 56.85 63.0

TABLE 4 Position error statistics

Centralized Federated
(meters) (meters)

Mean North 0.001 0.002
East -0.006 -0.006

Height 0.001 0.005
1-Sigma North 0.008 0.007

East 0.005 0.005
Height 0.013 0.013

RMS North 0.007 0.007
East 0.008 0.008

Height 0.013 0.013

TABLE 5 RTK fixing performance in seconds

Mean 68% 90% 95% Min Max
Centralized 25 27 30 34 13 508
Federated 25 27 29 35 16 561



improvement was obtained, which we will
consider as a topic for further research. The
problematic times are mainly the 0.5-hour
periods with higher ionospheric residual er-
rors than normal. This would be consistent
with the ionosphere-free carrier-phase data
providing the best solution here.

To show the individual errors in detail,
a 0.5-hour period was selected and FIGURES
7–9 show the errors for the standard solu-
tion in blue and the optimized solution in
red in the north, east, and height compo-
nents. It can be easily seen that the opti-
mized solution provides much better
accuracy in all three components. 

Land Survey Network. The second net-
work uses stations of the Bavarian Land Sur-
vey Department network (mainly
non-Trimble receivers) and a rover location
at the Terrasat office in Hoehenkirchen. Re-
sults were similar to those from the first test. 

All our tests so far have shown that the
use of the error estimates from the network
have been able to improve the positioning
accuracy considerably. The analysis we have
done until now is a pure offline post-pro-
cessing one, which allowed us to verify
the usefulness of the approach.  

The Radio Technical Commission for
Maritime Services (RTCM) Special Com-
mittee 104 is discussing the potential cre-
ation of RTCM SC-104 Differential GNSS
Service Standards version 3 messages to
transmit these parameters from the network
server to the user in the field for GPS and
GLONASS satellites. These new messages
will allow us to improve RTK accuracy in
future systems.

Initialization Performance. In addition
to the RTK positioning accuracy, the RTK
initialization performance can also be im-
proved. First analysis of the “time to fix” per-

formance for the VRS networks we have an-
alyzed show that the initialization time to fix
all ambiguities can be reduced by a factor of
approximately 30 percent compared to the
already excellent ambiguity resolution per-
formance typically seen in networked RTK. 

Summary
Continuing research and development of
VRS technology allows us to provide solu-
tions, which can process larger networks
with more satellites and signals and support
multiple satellite systems. Performance
analyses for the federated filter approach
show that availability and reliability of net-
work processing are comparable and the
rover performance stays the same compared
to the centralized filter approach.

Using predicted dispersive and non-dis-
persive quality information computed from
GPSNet for the rover location and all GPS

INNOVATION | Survey & Construction

0 2 4 6 8 10 12 14 16 18 20 22 240

10

20

30

40

50

60

70

80

3D
-R

M
S 

er
ro

r a
nd

 io
no

. c
or

re
cti

on
 st

an
da

rd
 d

ev
iat

ion
 (m

illi
m

et
er

s)

Time (hours)

Std. dev. iono. corr.
Standard solution
Optimized solution

¶ FIGURE 6 3D-RMS values for 0.5-hour slots for the optimized
solution in red, standard solution in green (ionosphere correction sig-
mas in cyan) 
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¶ FIGURE 7 Terrasat network position errors in the north direction for
the optimized solution in red (5 millimeters RMS) and the standard
solution in blue (9 millimeters RMS)

¶ FIGURE 4 Typical ionospheric error distribution in a virtual refer-
ence station network during a period of strong ionospheric distur-
bance (values in meters)
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¶ FIGURE 5 Terrasat reference station network in the vicinity of
Munich 
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and GLONASS satellites improves the rover
positioning performance considerably when
using the VRS technology. We hope that
this technology will be accepted soon
throughout the industry and will be avail-
able in almost all existing VRS networks. 
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¶ FIGURE 8 Terrasat network position errors in the east direction for
the optimized solution in red (2 millimeters RMS) and the standard
solution in blue (6 millimeters RMS)
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¶ FIGURE 9 Terrasat network position errors in the height direction
for the optimized solution in red (13 millimeters RMS) and the stan-
dard solution in blue (21 millimeters RMS)
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