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Abstract

For high precision GNSS positioning, the troposphere is one of the most prob-

lematic error sources. Typically, the effect is minimal due to the spatio-temporal

correlation when the baseline length is short enough in the relative positioning sce-

nario. When a strong tropospheric anomaly effect is present, the problem can be

much more complicated and the resultant positioning solution is typically no longer

precise even for a baseline of a few kilometres in length. As the troposphere delay and

height estimates are almost linearly correlated above a 20◦ elevation angle, the prob-

lem exists of how to de-correlate these two parameters to avoid such ill-conditioned

cases.

To obtain reliable height estimates, and avoid ill-conditioned cases, a new method

is proposed in this dissertation: these two common zenith dependent parameters are

combined into a single parameter plus weighting parameters. Once the parameters

are combined and corresponding weighting parameters are determined, the vertical

component can be retrieved.

The feasibility of the methodology is investigated in a kinematic situation. To

determine the weighting coefficient in this case, the residuals in a least-square esti-

mator are analyzed. As the residuals can be decomposed into two different realms,

either troposphere or ionosphere, the magnitude of the residual contribution of the

iii



troposphere for each satellite pair in the double difference can be determined. This

value is further used to determine the weighting parameters. Through this new

method, the common zenith-dependent parameters are found to be de-correlated. A

number of data sets are processed and the results are analyzed, especially during

severe inhomogeneous tropospheric conditions and under humid environments.

In summary, in a kinematic scenario, the achievement is shown to be up to 20% (4

cm to 3 cm rms) with processed data. Compared to the conventional approach, the

degradation of the vertical component during an anomalous weather period is almost

eliminated in kinematic scenarios, which is the main goal of the research described

in this dissertation. This means that this new approach is resistant to an anomalous

tropospheric event.
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Chapter 1

Introduction

In this dissertation, a novel and effective algorithm is presented for solving the

problem of mitigating the Global Satellite Navigation System (GNSS) tropospheric

delay. One of the most problematic error sources in GNSS positioning arises from

the non-dispersive medium that exists in the lower atmosphere and in most circum-

stances is not dependent on the GNSS frequency [Oguchi, 1983]. Even if multiple

frequencies of the modernized signals are available, unlike the ionospheric delay, they

are not fully helpful in mitigating the tropospheric delay. The problem is much more

difficult as the tropospheric delay parameters are highly correlated with the height

component which can cause an ill-conditioned case to be created in the normal equa-

tions.

This dissertation presents an approach to solve correlation issue between the two

parameters and to enhance the overall positioning result, especially for the height

component in kinematic scenario.
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1.1 Background

The use of GNSS technology is expanding rapidly and is playing an increasingly

important role in many fields. It is estimated that over 99% of all GPS receivers sold

are L1-only C/A code receivers [van Diggelen, 2009]. The remaining 1% are high

precision users, mostly for engineering or scientific usages, for cm to mm positioning

accuracy. This includes land surveyors, seismologist, atmospheric researchers, mili-

taries, space agencies for low Earth orbiting satellites or space missions, geologists,

astronomers, and so on.

To obtain high precision positioning results from GNSS, the current emerging

positioning method and active research field is based on the precise point position-

ing (PPP) method which uses a single geodetic receiver. The relative positioning

method, which is typically used for a high precision application, uses two or more

receivers. One receiver should be used on a known control point and the other re-

ceiver must be simultaneously recording the GNSS data for RTK or later precision

processing.

Depending on the accuracy and limitation, however, each method has its own

strength and weakness. For dense networks, many surveyors still choose the relative

positioning method because it provides higher accuracy, in general, and faster con-

vergence in the positioning domain. If the baseline length is typically around 10 km,

most of the errors affecting GNSS observables are cancelled out or much reduced due

to the mathematical differencing in relative positioning.

GNSS sensing is one of the most valuable tools in the atmospheric research com-

munity, because GNSS provides relatively accurate atmospheric signal delays under

all weather conditions. This sensing provides more information on the spatial distri-
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bution of the water vapour near the receiver. Therefore, more accurate hydrostatic

(called ′dry′) and non-hydrostatic (or ′wet′) delays can be retrieved from individual

reference stations, especially when the information is combined with the results from

the most advanced and accurate numerical weather prediction models. However, such

applications also have a need for increasingly accurate, reliable, and timely GNSS

data and products from existing and specialized networks. Modernized GNSS signals

includes many different frequencies. One of the benefits of having more frequencies

is to make a better model of the frequency-dependent refraction component, i.e.,

the ionosphere. Having more signals also allows for improved ambiguity resolution

where many choices of different frequency combination can be made. This can make

the positioning solution stronger because of having higher reliability in the solved

ambiguity.

One of the most problematic error components in high precision GNSS positioning,

however, happens from the non-dispersive medium. For this reason, even if multiple

frequencies are available, they are not very helpful in mitigating the error due to the

non-dispersive characteristics. One of the benefits of having more signals is that all

other frequency-dependent errors, such as the ionosphere, can be removed enabling

an improvement in the modelling of non-dispersive medium, such as the troposphere,

e.g. using 4D tomography. However, in terms of positioning, it may take a long time

to evaluate corrections to a receiver′s estimated position for a whole network with

recorded atmospheric profiles over a limited time period. In terms of the atmospheric

science, Manning et al. [2012] studied GPS tomography to reconstruct spatially and

temporally changing 4D wet refractivity every 5 minutes during an extreme convec-

tive super cell storm in Australia. They concluded that there is strong correlation

between the 4D wet refractivity evolution and the lifecycle of the studied sample,

and implied that the tomography research is beneficial in the early detection and
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forecasting severe weather systems. The tomography study and radio occultation

research is currently an active research field for atmospheric science together with

GNSS technology. Recent research includes Jiang et al. [2014] who carried out for a

year worth of data processing and comparisons for tomography research and Rieckh

et al. [2014] who estimated of the tropopause meteorological parameters from radio

occultation techniques.

As described by Mendes et al. [1995], almost 90% of the total delay occurs from

the hydrostatic component in the troposphere which varies slowly with time so that

it can be easily modelled (with the assumption of hydrostatic equilibrium) to an

accuracy at the millimetre level. Unlike the hydrostatic part, the non-hydrostatic

part has strong spatial and temporal variations. This makes the problem much more

complicated. Typically, the effects of the non-hydrostatic delay in the range direc-

tion can reach 10∼40 cm depending on the elevation cutoff angle. If the functional

models do not fully account for the non-hydrostatic delay part, the resulting residual

errors in modelling can cause significant errors in high precision GNSS positioning

solutions. Consequently, a misclosure vector can not be sufficiently minimized.

To reduce or minimize these errors (arising from poor modelling of the wet tropo-

sphere), one possibility is to model the tropospheric refraction using a data set of

non-GNSS observations. However, this is not always available at a rover receiver.

The other approach is to estimate by least-squares over a 1∼2 hour time window

the tropospheric parameters directly using the available GNSS data , e.g. as used in

Bernese GNSS software. Typically, the highest accuracy can be achieved using least

square to estimate the troposphere parameter over a 1∼2 hour time interval with

redundant observations with a batch processing approach, such as in the Bernese

GNSS software. Kalman filtering needs a certain time window to converge to the
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correct solution and thus it may be hard to model the dynamic behaviour of the

troposphere. In addition, the solution may unexpectedly be degraded once process

noise is artificially estimated in the Kalman filter. The Kalman filter de-noises un-

wanted signals in a certain time window, and gives very good results only in the

situation that its dynamic behaviour can be well approximated, which is not always

possible. As the troposphere changes rapidly, it is hard to predict the behaviour of

the troposphere, while the filter needs at least a few minutes to converge, depending

on the observables used and the environment.

When there is a strong anomaly effect in the lower atmosphere, the approach to

resolve or to mitigate the error associated with the atmosphere can be much more

complicated and thus the GNSS solution in this situation can no longer be precise

with current estimation methodology, especially in the kinematic case. A network-

based RTK method is useful and provides a reliable spatial solution [Raquet, 1998]

but most of the research is still focused on long baselines. When there is a localized

effect by the atmosphere, the method still faces a similar challenge to the single base-

line case. As the troposphere and resultant height component are highly correlated

(as both parameters are zenith and linearly dependent above a 20◦ elevation angle),

it may be almost impossible to distinguish between those parameters. Therefore,

the problem often suggested or asked is how to correctly and efficiently de-correlate

those two parameters in order to achieve better and reliable height solutions. Once

a severe tropospheric effect happens over a short time domain, (e.g. typically less

than 30 minutes), the positioning solution is rarely reliable even if the best solution

can be achieved by estimating the troposphere every 1∼2 hours, even under a short

baseline. Cases of such an anomaly have often been observed around the world.

Under normal troposphere conditions, the troposphere errors in GNSS can be sub-

stantially minimized in short-baseline situations by the differencing techniques due
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to the spatial and temporal correlation characteristics. Even in a short baseline sit-

uation, however, the resultant solution can be highly degraded once there is a strong

anomaly effect due to the troposphere. The problem can be much more difficult as

the troposphere parameters are highly correlated with the height component, thus

one may end up with the ill-conditioned case in the normal equations.

In order to have a better positioning solution of a rover in terms of reliability, one

can either have a better model for the troposphere that can be applied towards the

anomalous cases, or have a different elimination technique for the troposphere. Cur-

rent mitigation techniques for the tropospheric refraction, such as the theoretical or

empirical model, are considered only in the normal troposphere cases. Some studies

have focused on independent observables (e.g., water vapour from a water vapour

radiometer) to retrieve the absolute atmospheric parameters for other stations. Even

if relative GNSS positioning gives better results and faster convergence time com-

pared to those of precise point positioning (PPP), interpretation of parameters can

be limited. For example, to estimate the troposphere delay at the rover site one fixes

the reference site′s troposphere. This allows us to solve, or avoid, the mathemati-

cal correlation between the partial derivatives of the troposphere at two sites, e.g.

levering technique [Rocken et al., 1997]. As with positioning estimates, a wrongly

estimated troposphere delay at the reference site can be propagated into other sites.

Another approach in mitigating the troposphere delay includes a ray-tracer based on

a numerical weather prediction (NWP) model. However, currently, the grid spacing

adopted in NWP is too large to consider creating a locally anomalous atmospheric

condition, as the grid nodes (which need to be integrated) are typically at least 10

km apart.

Due to the high correlation between height and GNSS troposphere parameter,
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a suggestion might be the troposphere parameters must be determined whenever

possible. For long sessions, the troposphere parameters are usually estimated every

1∼2 hours. However, Rothacher and Beutler [2002] suggested that the estimation

of zenith total delay (ZTD) is problematic when a short sessions is observed as the

decorrelation of the troposphere and height requires a long session (at least one

hour). Within this context, we have also evaluated smaller time intervals than one

hour when estimating the troposphere delay, and confirmed that it worsened the

entire positioning solution. Based on a number of tests, the troposphere delay pa-

rameter estimation is found problematic if kinematic measurement are processed

where the receiver coordinates have to be estimated at every epoch.

Previous research by the author (e.g. Ahn et al. [2007]) investigated the use of

additional tropospheric parameters such as residual zenith tropospheric delay and

horizontal gradient parameters. Although the method was successful in reducing

the tropospheric residuals to some extent and thus resulted in an improvement in

the solution domain, this approach has two main practical limitations. Firstly, the

additional parameters may degrade the entire positioning solution in the estimation

process due to redundancy and inter-correlation of parameters. Secondly, an arbi-

trary choice of the parametric spacing for the residual troposphere or the gradient

estimation is not practical in a kinematic scenario. In a kinematic case with a limited

observation period, introducing more parameters can make the entire solution worse.

Even for a short baseline, imbalanced atmospheric errors are shown to have a

severe impact on rover positioning solutions, resulting in a worsening of the qual-

ity of the positioning solutions. A potential explanation is that under extremely

inhomogeneous conditions in the lower troposphere, a physical interpretation may

be difficult, if not impossible to evaluate, resulting in certain incorrect assumptions
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about the parametric model. Therefore, residual analysis of the tropospheric delay

can be carried out, but also, if not, a new approach has to be suggested to solve the

troposphere mitigation in the kinematic situation especially during an anomalous

tropospheric case.

This dissertation thus addresses the issues associated with the troposphere mitiga-

tion in GNSS positioning and tests a number of different methods regarding tropo-

sphere mitigation for positioning application and troposphere estimation for atmo-

spheric research. To overcome the correlation problem, the dissertation proposes a

new approach to decorrelate the height and the troposphere parameter. The asso-

ciated ill-conditioned problem can be solved after combining two zenith dependent

parameters into one common parameter with correct weighting parameters. In order

to estimate those parameters separately in the parameter estimation process, a new

recursive weighting scheme is also introduced to determine proper weighting to de-

correlate the troposphere and the height component which could enable GNSS users

to achieve high precision positioning solutions in the parameter estimation process.

1.2 Statement of the Problem

1.2.1 Objectives

The overall aim of this study is to address a number of different methods regard-

ing the troposphere mitigation, and to develop a method to resolve the correlation

between the troposphere parameter and the height component. A number of tasks

to achieve the goal includes:

• Evaluation of a number of current mitigation methods for the GNSS tropo-
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sphere delay and addressing of potential issues in degradation especially the

troposphere anomaly in kinematic applications,

• Development of a new methodology to resolve the correlation between the

height and troposphere parameters especially under severe troposphere anomaly

cases in the lowest atmosphere,

• Development of a post-processed kinematic platform for validating the method-

ology and evaluating the test results for short baseline processing,

• Performance of the methodology is measured in terms of the reliability of the

positioning solution, especially the height component.

1.2.2 Hypothesis

The hypothesis for this study is that by decorrelating the height and the tropo-

sphere parameters the height accuracy can be significantly improved. Correlated

parameters are difficult to separate unless there are enough satellites available with

a low elevation angle to make the correlated parameters distinguishable. The data

in lower elevation satellites are, in general, prone to have more noisy data due to

larger multipath, uncertainties in the atmospheric model, receiver noise and so on.

In addition, the lower elevation satellites are not always available due to obstacles

blocking the signal path.

If two correlated parameters can be combined into a single parameter and brought

into a least squares estimator, there must exist a value which will minimize the

weighted sum of the squared residuals. Previous experience in the analysis of decor-

relation based on intermediate data sets from a geodetic software platform support

this idea, that height estimates can be dramatically improved once the weight coef-

ficients are properly estimated or found.
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1.2.3 Assumption

The main goal of the research is to develop a new methodology which meets the

primary objectives to overcome the decorrelation problem between two parameters

under severe troposphere anomaly situations and evaluation of the proposed method-

ology using a number of different baselines. In order to achieve the ultimate goal,

assumptions were made to help define the scope of this research.

The research is based on the analysis of baseline processing results where the refer-

ence station is assumed to be known and the rover is to be estimated, which is typical

in relative positioning. Instead of estimating both sets of coordinates, the reference

station’s coordinates are assumed to be known to the milimetre level. All of the

baselines tested in this research are short (e.g. around 10 km) and dual frequencies

are available and usable. Further, epoch-wise kinematic software is developed and

validated against other software platforms.

1.3 Significance

The purpose behind this research is to improve the height solution with acceptable

accuracy without the help of external measurements of the tropospheric correction.

Importantly, the data tested herein for evaluating the methodology include espe-

cially anomalous tropospheric conditions. The primary development in this research

is that it enables a recursive weighting scheme to provide a proper weighting on each

parameter after determining the magnitude of the tropospheric contribution from

the residual analysis. The major contributions of this research within the area of

the troposphere mitigation and positioning enhancement can be described as follows:
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• Evaluation of existing methodologies to mitigate troposphere delay and develop

a completely different approach to resolve the correlation issue,

• Development of a methodology to minimize the correlation between the tropo-

sphere and height parameter with a new test-bed software platform. To achieve

this goal, generalized mathematical descriptions for the software platform are

given.

• Development of a method to solve the tropospheric delay on GNSS observables

without external aids. The data tested are solely based on GNSS observables.

This means that the methodology does not use any external tropospheric mea-

surements to help to determine the weighting. Although the lower troposphere

has strong spatial and temporal variation and the test is based on a post-

processed scheme, this methodology may be suitable for use in real time with

a sufficient accuracy compared to using a predicted model value, if controlled.

Based on a series of tests, we have concluded that it is nearly impossible to

achieve a meaningful result under the severe troposphere circumstances using

current model-based predictions.

1.4 Dissertation Outline

Overall, the dissertation has nine chapters. They are classified in two different

categories.

Part I (the first three chapters) presents basic fundamentals relevant to

understanding contents of this dissertation.

• Chapter 1 states the background, overall research objectives, hypothesis, and
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assumptions made. It provides the motivation of the research. It also includes

the contribution of this dissertation.

• Chapter 2 is an overview of GNSS fundamentals. The different error sources

that affect GNSS observations are discussed.

• Chapter 3 provides the principles of GNSS signal delays in the troposphere,

and some of the current fundamental models for mitigating the troposphere er-

rors. It includes the mathematical background of a few important troposphere

mitigation models and precipitable water vapour retrieval based on the tro-

posphere estimates from GNSS observables. It also describes the ray-tracing

method using a numerical weather prediction model as well as radiosonde ob-

servables. Some of the test results are given in this chapter for addressing the

importance of GNSS as a research tool in troposphere research.

Part II describes the new methodology developed to solve the current

issue and problem, which enhances the positioning solution.

• Chapter 4 introduces the proposed new methodology. The proposed new com-

bined zenith dependent parameter to decorrelate the height and troposphere

parameter is described and the weighting method (named combined zenith-

dependent weighting) is discussed in this chapter. It covers the derivation of

the algorithm used in this approach and demonstrates how to realize it with

an actual data set.

• To test the methodology, an epoch-wise post-processed kinematic software plat-

form was developed. In Chapter 5, fundamental mathematical formulations

for relative positioning needed to develop epoch-wise kinematic software are
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described. The developed software is mainly used to test the proposed new

methodology.

• In Chapter 6, the scenarios selected for this research are processed with the

software based on the methodology. To evaluate it, a few short baseline sce-

narios over a few geographical regions are selected for the test which includes

the United States, Canada and the Caribbean. A number of different baselines

are processed to evaluate the results. This includes consecutive days which are

relatively humid compared to other days. The details of these data sets are

also described in this chapter.

• Chapter 7 evaluates important mitigation approaches for the troposphere, eval-

uates the proposed methodology, and discusses a performance analysis for each

scenario defined previously. The temporal behaviour of the errors, in addition

to an analysis of the observation domain, is given. An analysis is carried

out, with an emphasis on the differences in the performance of reduction of

errors. This chapter presents further investigations into the combined zenith-

dependent weighting method.

• Chapter 8 provides discussions and conclusions of this research.

• Finally, Chapter 9 includes recommendation for further research avenues.
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Chapter 2

GNSS Fundamentals

This chapter addresses the measurement equations, and describes error sources in

GNSS, especially clock errors, orbit errors, ionospheric errors, multipath, and system

noise. As this research is dealing with dual frequency GPS, fundamental aspects for

both signals are described here. The tropospheric errors are described in detail in

Chapter 3.

2.1 Observables and Measurement Equations

The pseudorange is a measure of the apparent propagation time from the satellite

to the receiver’s antenna. This apparent propagation time is determined from the

time shift required to align a replica of the GPS code generated in the receiver with

the received GPS code. This time shift is the difference between the time of signal

reception measured in the receiver time frame, and the time of emission measured

in the satellite time frame.

The pseudorange is obtained by multiplying the apparent signal-propagation time

by the speed of light, and differs from the actual range by the amount that the satel-

lite and receiver clocks are offset, by propagation delays, and other errors including

14



those in cables, electronics, etc. Since this measurement is not a true range mea-

surement, it is referred to as the pseudorange [Wells et al., 1987]. The carrier phase

refers to an accumulated or integrated measurement, which consists of a fractional

part, plus the integer number of wavelengths since signal lock-on. Since a GPS re-

ceiver cannot distinguish one cycle from another, the carrier phase measurement is

ambiguous.

There is another GPS observable, called the Doppler measurement, which tracks

the line of sight velocity between the satellite and antenna. Since Doppler mea-

surements do not have an integer ambiguity, and are in the range of ± 5 kHz, this

method is typically used to detect cycle slips in the carrier phase measurement, or

to determine the a receiver′s velocity.

All GPS satellites transmit on the L1 and L2 frequencies. The L1 frequency is

1575.42 MHz, and L2 is 1227.60 MHz. Physically, GPS sends just a very compli-

cated digital code. As the coded signal looks random electrical noise, it is called

Pseudorandom noise code (PRN). Two types of PRN are sent by a satellite; C/A

(Coarse/Acquisition) code which is for civilian users and modulated on L1 carriers

at a rate of 1.023 MHz, the other the P (Precise) code which is for military users

and is modulated on both the L1 and L2 carriers at a rate of 10.23 MHz.

Since the P code is encrypted, which is then called Y code, the measurements are

not directly available to civilian users, unless a special so-called ‘code-less’ technique

is used. For this reason, the signal strength is decreased by 14 to 31 dB, and L2

measurements cannot be made with the same quality as those on the L1 frequency.

Recent advancement includes testing a few modernized signals including L2C (pre-
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operational), L5 (pre-operational), and L1C (which is scheduled for test in 2017)

(http://www.gps.gov/systems/gps/modernization/civilsignals/). The L2C signal is

the 2nd civilian signal and, as of Feb. 5, 2016, 18 satellites are transmitting the

signal. The most beneficial effect of having another civilian signal is that when it is

combined with existing L1 C/A signal, it will make position determinations much

more resistant to ionospheric errors. The L5 frequency of 1176.45 MHz also has pre-

operation status. Eleven satellites are transmitting the signal and it will be avail-

able fully operational around 2021. The main advantages that would arise from L5

availability include: robustness via signal redundancy, improved accuracy via iono-

spheric correction, improved interference resistance, higher transmitted power than

L1 C/A or L2C, improved data message quality, and higher chipping rate (which

would improve the multipath performance). The L5 signal is mainly designed for

safety-related transportation as it uses the highly protected Aeronautical Radio Nav-

igation Services (ARNS) radio band. The fourth civil signal scheduled is L1C. The

first satellite for the L1C signal test will be launched in 2017.

There are a few GNSS. These are GPS (USA), GLONASS (Russia), Galileo (Eu-

rope), QZSS (Japan) and Beidou (China). As the individual system broadcasts its

own different signal, there is a demand to have a common signal for civilian user.

Enabling interoperability between GPS and other compatible navigation systems can

dramatically improve many civilian navigation applications in challenging environ-

ments. This is one of the main reasons to develop the common L1C signal. For

carrier-phase-based differential GPS (DGPS) users, over long baselines, this mod-

ernization will further compensate for ionospheric errors, minimize the time required

for ambiguity resolution and reacquisition, maximize the probability of correct am-

biguity resolution over short time spans, etc., and help to achieve centimetre-level

accuracies, or better, in the future.
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The GPS observation equation for phase measurement of either the L1 or L2 fre-

quency, in units of metres between the receiver and satellite, can be written, in a

general form as follows [Rothacher and Beutler, 2002]:

Φs
r = ρsr+c·δtr+c·δtr,sys−c·δts−c·δtssys+δT−δI+δρrel+δρmul+λ·N s

r +εerr (2.1)

where,

ρsr : geometrical distance between a satellite and a receiver,

c : speed of light in vacuum,

δtr : station clock correction,

δtr,sys : delays in receiver and its antenna,

δts : satellite clock correction due to satellite clock error,

δtssys : delays in satellite and its antenna,

δT : tropospheric delay,

δI : ionospheric delay,

δρrel : relativistic corrections due to special and general relativity,

δρmul : multipath,

λ : wavelength of the GPS signal (L1 or L2),

N s
r : integer ambiguity,

εerr : other remaining measurement and model errors.

The corresponding observation equation for pseudoranges only differs in two ways.

The ionospheric refraction correction δI has the opposite sign for pseudoranges. The

speed of the carrier wave (the “phase velocity”) is actually increased, or “advanced”,

hence the phase refractive index is less than unity. However, the speed of the pseu-

dorange is decreased (the so-called “group velocity”), and therefore the pseudorange

is considered “delayed”, and hence the range (or group) refractive index is greater

17



than unity [Hofmann-Wellenhof et al., 2008]. In addition, there is no ambiguity term.

Using Equation 2.1, the geometric distance term, ρsr can be written as follows

[Rothacher and Beutler, 2002]:

ρsr = |~rsi (ts)− ~rr,i(tr)| = |~rsi (tr − τ sr )− ~R(tr) · ~rr,e(tr)| (2.2)

where,

~rsi (t
s) : satellite position at emission time ts = tr − τ sr in inertial system,

τ sr (= ρsr/c) : light travel time,

~rr,i(tr) : receiver position at reception time tr in inertial system,

~rr,e(tr) : receiver position at time tr in Earth-fixed system (e.g., International Earth

Rotation and Reference System Service (IERS) International Terrestrial Reference

Frame (ITRF)) with

~rr,i(tr) = ~R(tr) · ~rr,e(tr) (2.3)

which refers to the relation between inertial frame and Earth-fixed frame, and ~R(tr)

is the transformation matrix from Earth-fixed to inertial system with

~R(tr) = ~P ~N ~U ~X~Y . (2.4)

Equation 2.4 contains the Earth rotation parameters such as polar coordinate xp

and yp in ~X and ~Y due to the polar motion, UT1-UTC in the sidereal rotation matrix

~U and nutation parameter in obliquity ∆ε and longitude ∆λ in ~N . More details of

the transformation matrix can be found in Cappellari et al. [1976] or Leick [2004].
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In an inertial reference frame, the satellite position ~rsi (t
s) can be written as follows:

~rsi (t
s) = ~rsi,o(t

s; asat, esat, isat,Ωsat, ωsat, tp; p1, p2, p3, · · · , pd) + δrsant(t
s) (2.5)

where,

~rsi,o : position vector at the centre of mass,

δrsant : antenna phase centre offset and variations,

asat, esat, isat,Ωsat, ωsat, tp : six orbital elements,

p1, p2, p3, · · · , pd : gravity field coefficients, air drag and radiation pressure param-

eters, etc.

In Equation 2.5, the semi-major axis a is used to define the size of the orbit, and

the eccentricity e defines the shape of this orbit. The inclination angle i is the angle

between the z-axis and the angular momentum vector, which is perpendicular to the

orbit plane. If i < 90◦, the orbital motion is counterclockwise when viewed from the

north side of the fundamental plane (i.e. direct motion). If i > 90◦, the satellite is in

retrograde motion. The longitude of the ascending node Ω is the angle between the

x-axis and a line from the dynamical centre to the point where the satellite crosses

through the fundamental plane, from south to north, measured counterclockwise

from 0◦ to 360◦. If i = 0◦, then the orbit cannot be defined. The argument of the

perigee ω is the angle between the line of the ascending node and the line from the

dynamical centre to the perigee. If e = 0, i = 0◦, the argument of perigee cannot be

defined. The time of perigee passage tp is normally used to relate position along the

orbit to the elapsed time, by means of the Kepler equations. If e = 0, tp cannot be de-

fined [Escobal, 1976; Taff, 1985; Cappellari et al., 1976; Montenbruck and Gill, 2000].

In a similar way, the station position ~rr,e(tr) can be written in Earth-fixed frame
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as follows:

~rr,e(tr) = ~rr,e(to) + ~vr,e(tr − to) + δ~rr,sol + δ~rr,pol + δ~rr,ocn + δ~rr,atm + δ~rr,ant (2.6)

where,

~rr,e(to) : coordinates of the station,

~vr,e : velocities of the station,

δ~rr,sol : solid Earth tides which are caused by the gravitational forces of Sun and

Moon,

δ~rr,pol : pole tides which are caused by the reaction of the elastic Earth to the

change of the rotation axis due to polar motion,

δ~rr,sol : ocean loading which is due to the weight of the water on the continental

plate during tides,

δ~rr,atm : atmospheric loading which is due to the weight of the atmosphere on the

continental plate,

δ~rr,ant : antenna phase center offset and variations.

Since all these errors are combined together in the measurement, they should be

modelled for applications requiring sub-centimetre precision in high-accuracy global

reference or high-accuracy geodetic surveys.

Generally, there are two different methods when process GPS data (unless assisted

GPS (A-GPS) is used); one is precise point positioning (PPP) and the other is the

relative positioning method. The general data processing procedure for the relative

positioning method is as follows:

• The pseudorange or carrier phase measurements made simultaneously by two

GPS receivers are combined so that, for any measurement epoch, the observations
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from one receiver to two satellites are subtracted from each other to remove the

receiver’s clock error or common bias.

• The two single-differences are subtracted so as to eliminate the satellite clock

errors, as well as to reduce significantly the effect of unmodelled atmospheric biases

and orbit errors.

• The resulting set of double-differenced observables, which are independent com-

binations of two-satellite-two-receiver combinations, can be processed to solve for

the baseline components, and, in the case of ambiguous carrier phase measurements,

for the integer ambiguity parameters.

Although the PPP method is getting more popular due to its benefit of absolute

positioning and is based on a direct measurement observation equation, many high-

precision positioning techniques still use a form of the double-difference processing

technique. More details on PPP and the relative positioning method are given in

Chapter 4.

2.2 Error Sources

The carrier phase measurements and pseudoranges are affected by the systematic

and random errors. There are many sources of systematic errors, such as: satellite

orbits, clocks, the propagation medium such as through the ionosphere as well as

the troposphere, receiver clocks, relativistic effects, antenna phase centre variations,

multipath, phase wind-up, and other systematic errors, e.g. errors due to cable

noises. Using the double difference technique, most of these systematic errors can
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be eliminated or much reduced. For high-accuracy GPS real-time kinematic (RTK)

positioning, the double difference technique is a common approach as it dramati-

cally reduces the errors in GPS signals. Santerre [1989], as discussed on Beutler et

al. [1988], studied about a few important systematic errors in relative positioning

for different satellite configurations and quantified the effects in a different scenarios

from simulation work. Based on their research, two classes of biases are found when

looking at GPS error sources: those mainly influencing the height (vertical direction),

and those influencing the scale of a baseline or a network, in the horizontal direction.

The effect on baseline length can occur due to a bias in the absolute tropospheric

delay, to neglecting the ionospheric delay, or to incorrect heights of fixed reference

stations, for example.

Figure 2.1: Effect of GPS errors on baseline length

For example, if there is a bias in the absolute tropospheric delay, the baseline

length between the point A and B can be affected by an amount of the same magni-

tude of |e| as shown in Figure 2.1, for the signals transmitted on pseudorandom noise

code (PRN) A and PRN B satellite. Consequently, the estimated baseline length

can be either extended (if e is positive) or contracted (if e is negative in magnitude)

compared to the true position due to this error.
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However, the second class of biases can affect the relative station heights. This can

occur due to a different bias at each endpoint of a baseline. Such cases happen when

there is a bias in the relative tropospheric delay, in the horizontal positions for fixed

reference stations, in the satellite orbit, in the antenna phase centre differences, and

in the multipath, for example.

Figure 2.2: Effect of GPS errors on station height

Similarly, for example, if there is a bias in the relative tropospheric delay, it can

have an effect of the same magnitude, but in a different direction, on the signals

transmitted on PRN A and PRN B to the point of either A or B. Consequently,

the estimated station height could be higher or lower than the true position due to

the effect, as shown in Figure 2.2. The remainder of section 2.2 briefly describes

error sources apart from errors due to the troposphere which is discussed in detail

in Chapter 3.

2.2.1 Clock Errors

Let c·δr ≡ c·δtr+c·δtr,sys in Equation 2.1 so that δr = δtr+δtr,sys which is the error

of the receiver clock at time t with respect to GPS time. Similarly, δi = δts + δtssys is

for the satellite. If so, the signal reception time can be written as t = tr − δr where
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t is the signal reception time and tr is the reading of the receiver clock in the signal

reception time. The term, c ·δr−c ·δi or c ·δtr+c ·δtr,sys−c ·δts−c ·δtssys in Equation

2.1, can be eliminated by implementing the double difference of the measurements

(see Chapter 4).

However, this does not mean that the receiver clock error δr is completely elim-

inated in the differencing technique. In order to compute the geometric distance

ρsr between the satellite and the receiver at time t, we still need to linearize the

measurements, so the receiver clock error δr must be known in order to correct the

reading of the receiver clock tr. Now, the geometric distance ρsr can be written in a

simpler way, and its derivative can be obtained as follows:

ρsr(t) = ρsr(tr − δr) or dρsr(t) = −ρ̇srdδr (2.7)

where ρ̇sr can be interpreted as the radial velocity of a GPS satellite with respect to

the receiver. Obviously, this radial velocity can be minimized when the satellite just

passes the zenith direction. However, the velocity can reach up to 900 m/s (∼10◦

elevation angle) near the horizon.

Hugentobler et al. [2005] mentioned that if |dδr| is smaller than 1µs, the error

|dρsr(t)| due to | − dδr|, which can be interpreted as the receiver clock synchroniza-

tion error, can be as small as 1 mm.

2.2.2 Orbit Errors

There are four different kinds of GPS orbits: broadcast, ultra-rapid, rapid and

precise orbit. The broadcast orbit is based on pseudoranges, which have uncertain-

ties of approximately 1 m, while the final precise orbit is based on phase observables
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Table 2.1: Four different kinds of GPS orbit 1

Type Accuracy Latency Update
Sample
Int.

Broadcast
Orbits ∼100 cm

realtime – daily
Sat. clocks

∼5 ns rms
∼2.5 ns std

Ultra-Rapid
(predicted half)

Orbits ∼5 cm
realtime

03,09,
15,21
UTC

15 m
Sat. clocks

∼3 ns rms
∼1.5 ns std

Ultra-Rapid
(observed half)

Orbits ∼3 cm
3 ∼ 9 h

03,09,
15,21
UTC

15 m
Sat. clocks

∼150 ns rms
∼50 ps std

Rapid
Orbits ∼2.5 cm

17 ∼ 41 h
17 UTC
daily

15 m
Sat. & Sta.
clocks

∼75 ps rms
∼25 ps std

5 m

Final
Orbits ∼2.5 cm

12 ∼ 18 d
every
Thur.

15 m
Sat. & Sta.
clocks

∼75 ps rms
∼20 ps std

Sat.: 30 s
Stn.: 5 m

that have currently uncertainties of about 2.5 cm. For the broadcast orbit, there

is no latency which means the orbit can be retrieved in real time. There are three

different types of precise orbit products produced by the International GNSS Ser-

vice (IGS), which are generated based on estimates of orbits at twelve different IGS

analysis centres (ACs), with individual weights used in a sum, to get a weighted com-

bination, resulting in: the ultra-rapid, rapid, and final orbit products. The twelve

different ACs use different software packages, e.g., GIPSY-OASIS, Bernese GNSS

S/W, GAMIT, and apply different strategies, parameterizations, and models.

Table 2.1 represents each of the orbit′s quality. The three precise orbits are based

on phase measurements using the data from a global GNSS network, and the orbit

information is available in the Standard Product #3 ASCII (SP3) format, which is

a geocentric earth-fixed satellite position in ITRF, reported at intervals of every 15

minutes or less.

1https://www.igs.org/products, accessed March 2016
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Figure 2.3: IGS Tracking Network (from IGS 2016) 3

In addition to GNSS satellite ephemerides, the IGS also provides Earth rotation

parameters (ERPs), global tracking station coordinates and velocities, satellite and

tracking station clock information, global ionosphere maps, and zenith tropospheric

delay estimates. Figure 2.3 illustrates the distribution of the global GNSS network.

The ITRF coordinates are positioned relative to the geo-centre using a variety of

space geodetic techniques, such as Satellite Laser Ranging (SLR), Very Long Baseline

Interferometry (VLBI), and GNSS. Therefore, ITRF is considered to be a more

reliable datum than World Geodetic System 84 (WGS84). The discrepancy between

ITRF2008 and WGS84 is approximately 10 cm.2 The most recent realization of

ITRF is ITRF2014 and the details can be found Altamimi et al. [2016].

With respect to the influence of the orbit errors on station coordinates, for different

2More details can be found on: ftp://itrf.ensg.ign.fr/pub/itrf/wgs84.txt
3More details on each station can be found on: http://igs.org/network
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baseline lengths, Bauersima [1983] estimates and quantifies the approximate baseline

errors as a function of orbit errors, as follows:

|∆r| = l

ρ
· |∆R| ≈ l(km)

25, 000(km)
· |∆R| (2.8)

where,

∆r : error of a baseline length l,

∆R : orbital errors.

Equation 2.8 means that broadcast orbits may be sufficient to achieve an accuracy

of 0.4 mm in the baseline, for a 10 km baseline length. Due to the high orbit quality

provided by the IGS, orbit errors are usually ignored in the post-processing. How-

ever, this does not mean that this quality is sufficiently good for all applications, such

as PPP and GPS RTK positioning for long baselines, or for use by the atmospheric

community.

Especially in the case of retrieving the integrated precipitable water vapour (IPW),

or slant wet delay of the troposphere, Rocken et al. [1997], Dousa [2001] and Kruse

et al. [1999] address the importance of the orbit quality, since accurate near-real-

time GPS IPW estimation depends on the accuracy of the satellite orbits. Baltink

et al. [2002], Rocken et al. [1997] and Kruse et al. [1999] tested whether orbit relax-

ation, (i.e., the simultaneous adjustment of orbit parameters during the processing

of GPS data), could increase the accuracy of the IPW estimates. They compared

their results by orbit relaxation to the IPW estimates based on the final IGS orbits,

and found an improvement of 20% in the rms error, compared with other methods

which use the quality index to remove bad satellites, or wrongly predicted satel-

lites. However, Baltink et al. [2002] suggested that an orbit improvement procedure,

using an ultra-rapid orbit, would still be necessary for securing better IPW estimates.
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2.2.3 Ionosphere Errors

An electromagnetic wave, especially at GNSS frequencies, is affected by the prop-

agation media. This creates a bending of the signal path, time delays, advancement

of carrier phases, and scintillation [Leick, 2004]. The ionosphere extends from about

60 km to beyond 1000 km and consists of ionized particles associated with (nega-

tively charged) free electrons, which delay the signals coming from space [Klobuchar,

1996]. As the ionosphere is a dispersive medium, which means that the refraction

due to the ionosphere is dependent on the frequency, a combination of different fre-

quencies, (e.g. dual frequency user), can dramatically reduce the effect. With the

help of augmented systems, like WAAS (Wide Area Augmented System), the error

of the ionosphere can be also reduced. In terms of the error budget, the effect of the

ionosphere on GNSS signals still remains a major contributor.

A single electromagnetic wave propagating with wavelength λ and frequency f

travels in space with the velocity of its phase. This phase velocity, e.g. carrier phase

waves for GNSS, can be written as follows [Hofmann-Wellenhof et al., 2008]:

vph = λf (2.9)

For a group of waves with slightly different frequencies, the propagation of the

resultant energy is defined by the group velocity, e.g. code measurement for GNSS,

as follows:

vgr = − df
dλ
λ2 (2.10)
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Based on the Rayleigh equation [Hofmann-Wellenhof et al., 2008], both phase and

group velocity can be related by the following equation:

vgr = vph − λ
dvph
dλ

(2.11)

To associate the wave propagation with a medium, the refractive index n must

be introduced. The propagation velocity for the corresponding refractive indices nph

and ngr can be written, in general, as follows:

vph =
c

nph
or vgr =

c

ngr
(2.12)

These two equations have a very important physical connotation within atmo-

spheric propagation, i.e., the larger the refractive index the smaller the velocity,

therefore resulting in proportional signal-path magnitude changes (with longer lengths

for the group and smaller for the phase signal-path). As dλ/λ = −df/f , Equation

2.11 can be rewritten, using the refractive index, as follows:

ngr = nph + f
nph
df

(2.13)

The phase refractive index, nph, can be approximated by the series given by Seeber

[1993] with the coefficients c2, c3, c4 as follows:

nph = 1 +
c2

f 2
+
c3

f 3
+
c4

f 4
+ · · · (2.14)
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Considering the 2nd order, the phase refractive index and the group refractive

index can be approximated as follows:

nph = 1 +
c2

f 2
and ngr = 1− c2

f 2
(2.15)

These coefficients do not depend on frequency but on the quantity Ne which rep-

resents the density of the electrons along the propagation path [Hofmann-Wellenhof

et al., 2008]. The coefficient c2 can be approximated with a value of [Seeber, 1993] :

c2[Hz2] = −40.3 ·Ne (2.16)

Equation 2.16 suggests that ngr > nph, thus, vgr < vph. Therefore, as a consequence

of the different velocities, signal measurements are delayed when represented by code

pseudo-range observables, and are advanced when represented by carrier-phases. The

magnitude of these signal-path changes can be quantitatively obtained by only using

up to the second-order term of Equation 2.14, and by using the c2 value, i.e.:

nph = 1− 40.3Ne

f 2
(2.17)

Based on Fermat's principle [Born and Wolf, 1964], the measured range s along the

signal propagation path through the ionosphere between a satellite and a receiver,

and the corresponding geometric distance s◦, can be written as follows:

s =

∫
path

nds and s◦ =

∫
path

ds◦ (2.18)
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The difference between the measured range s and the geometric distance s◦ tells

us the effect on the ionosphere path delay. Simply,

δI =

∫
nds−

∫
ds◦ (2.19)

From Equation 2.15 and Equation 2.19, the following phase (δIph) and group (δIgr)

ionosphere delay can be obtained if the coefficient c2 is replaced by −40.3Ne :

δIph = −40.3

f 2

∫
Neds and δIgr =

40.3

f 2

∫
Neds (2.20)

Total Electron Content (TEC) is defined by:

TEC ≡
∫
Neds (2.21)

and substituting into Equation 2.20, we obtain:

δIph = −40.3

f 2
TEC and δIgr =

40.3

f 2
TEC (2.22)

TEC is given in TEC units (TECU), where 1 TECU = 1016 electrons per m2. Due

to the dispersive nature of the ionosphere, GNSS users with dual-frequency receivers

can mitigate the ionospheric range error (at least the first-order effect) through an

appropriate combination of measurements observed on L1 and L2.

For arbitrary lines of sight, the Equation 2.22 can be rewritten with an elevation

dependent function as follows:
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δIph = − 1

cos z′
40.3

f 2
TEC and δIgr =

1

cos z′
40.3

f 2
TEC (2.23)

where, the z′ can be defined from the Figure 2.5 as follows:

sin z′ =
RE

RE + hm
sin z◦ (2.24)

where,

z◦ or z′ : zenith angle either at observing station or at ionospheric point (IP),

RE : mean radius of the Earth,

hm : mean value for the height of the ionosphere.

Figure 2.4: Geometry for the ionospheric path delay assuming a single-layer model
[Hofmann-Wellenhof et al., 2008]

This ionospheric delay can be modelled by estimating TEC in a column of the at-

mosphere, alternatively eliminated as a first order effect, based on its dispersive char-
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acteristic, by using dual frequency measurements. Ionospheric disturbances mainly

show up close to the equator, due to the high TEC there, and over the polar regions,

due to short-term variations. The ionosphere is, however, quiet in mid-latitude re-

gions, except in areas where Traveling Ionospheric Disturbances (TIDs) and storm

enhanced density (SED) exist. The ionospheric storms, with enormous variations,

are correlated with solar flares. When the GNSS signal travels high concentration

of irregular plasma during a storm period, the ionosphere creates a rapid change in

the phase and amplitude of the GNSS signal, called ionospheric scintillation. This

scintillation is fast changing phenomena, and is difficult to predict, so that many

receivers experiences a loss of lock, lose accuracy during the period, or even experi-

ence in failure in the positioning service. However, due to the dispersive nature of

the ionosphere, the error caused by ionosphere can be significantly reduced if using

more than one signal frequency in the majority of circumstances.

Figure 2.5: Ionospheric model broadcast by WAAS. It consists of a thin shell at
350 Km altitude which is discretized into a geodetically rectangular grid. A vertical
delay estimate and a confidence bound on that estimate are calculated at each grid
vertex [Hansen et al., 2000]
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There are many ionospheric models which have been proposed over a number of

decades. Having the proper model, a user can mitigate the error in order to achieve

a higher precision positioning solution. One common type for mitigating the error is

based on the augmentation system, e.g. WAAS. The Federal Aviation Administra-

tion (FAA) and the Department of Transportation (DOT) in US developed WAAS

to meet the FAA’s navigation requirement. This includes accuracy, integrity and

availability. WASS consists of a number of ground reference stations which collect

and create a correction message. The uploaded correction message (which includes

satellite orbit, clock drift and signal path delay) are then transmitted over North

America via geostationary satellites. A WAAS enabled receiver can directly correct

the errors on the observables without the help of any other secondary devices. Due

to the benefit of the system, a few countries are trying to develop their own augmen-

tation system which includes MSAS (Japanese Multi-Functional Satellite Augmen-

tation System), EGNOS (European Geostationary Navigation Overlay Service), and

GAGAN (GPS Aided Geo Augmented Navigation by India). Figure 2.5 represents

WAAS with a thin-shell (like a planar fit) approximation.

For a single frequency user, the ionospheric correction model such as the Klobuchar

model can be used [Klobuchar, 1996]. The model coefficients are transmitted as a

part of GPS satellite message. The model is described by a total of eight coefficients.

Using the model, the ionospheric delay at mid latitude can be reduced by 50%.

For a dual frequency user, it is possible to derive the ionospheric-free (IF) linear

combination, which can be used to eliminate the first order ionospheric effects using

the L1 and L2 phase measurements. In this case, the combination looks like:

ΦIF =
f 2
L1

f 2
L1 − f 2

L2

ΦL1 −
f 2
L2

f 2
L1 − f 2

L2

ΦL2 (2.25)
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where,

ΦIF : IF observables,

fL1 : L1 frequency,

fL2 : L2 frequency,

ΦL1,ΦL2 : Phase observables for L1 frequency, L2 frequency.

This IF linear combination significantly reduces the ionospheric error, but it cannot

completely remove the errors4, as it neglects the higher-order terms which remain in

the series expansion of the refractive index (see Equation 2.14 and Equation 2.15),

which represent the effect of the geomagnetic field, and the bending effect of the

wave paths. Due to the combination, the ambiguity is no longer an integer property

in Equation 2.1.

Bassiri and Hajj [1993] developed an approximate method to describe the higher

ionospheric effects, for average conditions, and showed that the level of the error of

the second order effects S2nd
ion is in the range of 1 cm, with a maximum of less than

3cm, using the IF combination.

S2nd
ion ≈

(
1.377× 10−6ϕ

rE
rE + hion

)3

|sin θ′M cos εE cosαM − 2 cos θ′M sin εM |

×mion(ziIP )VTEC

θ′M ≈ θM −
hion
rE

cosαM
tan εM

(2.26)

where,

4The higher order contribute less than 0.1% but it can be reached up to a few cm level under
the worst conditions [Brunner and Gu, 1991].
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ϕ : geodetic latitude,

αM : geomagnetic azimuth,

θ′M : pole distance,

θM : geomagnetic pole distance,

εM : geomagnetic elevation angle,

VTEC : vertical TEC.

Table 2.2 shows the maximum range errors in the vertical direction that can be

expected for the dual frequency observations and IF combination as quantified by

Wübbena [1991].

Table 2.2: Maximum vertical ionosphere range error (m)

Frequency 1storder effect(1/f 2) 2ndorder effect(1/f 3) 3rdorder effect(1/f 4)

L1 32.5 0.036 0.002
L2 53.5 0.076 0.007
IF 0.0 0.026 0.006

Although the IF combination eliminates the ionospheric effects to a considerable

degree, this does not mean that this combination can give us the best solution for

all networks. For example, in a small network, even if the combination reduces the

ionopheric errors, the noise of the combination is almost three times higher, resulting

in accuracies that are three times worse for the stations’ coordinates. This is one of

the limitations in using this combination in a small network. Higher accuracy using

fixed ambiguities of L1 and L2 could be possible, but it also needs an additional

combination to resolve the individual ambiguities first. For a smaller network or

baseline which is less than 10 km, the best approach to achieve a highest position-

ing precision result might be still from a single L1 phase observables, provided the

integer ambiguities are correctly resolved.
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Except in the case of the IF linear combination, ionospheric refraction represents

the largest of the error sources for all other linear combinations, including: wide-

lane, narrow-lane, geometry-free, and Melbourne-Wübbena (see Hugentobler et al.

[2005]), as well as for the original L1 and L2 measurements. In differential position-

ing, the ionosphere can cause delays in excess of 20 ppm, in the code measurements,

and also the signals may be advanced by about the same amount, in the phase mea-

surements. Therefore, the code minus phase measurement is a good indicator in

estimating the ionospheric effects.

The ionosphere changes very fast, especially during scintillation at high or low

latitudes, and trough phenomena below the auroral oval, which has 10 ∼15 ppm

gradients at 35◦ ∼ 45◦ latitudes, and storm-enhanced density generated when the

plasma goes into the sub-auroral region, which has up to 75 ppm gradients [Skone,

2003]. In this case, it would be better to estimate these ionospheric effects using

stochastic ionosphere parameters (SIPs). Unlike the deterministic component of the

ionosphere, which may be modelled by mathematical functions, the stochastic part

of the TEC represents the residuals of the modelling that are due to the magnitude

of short term fluctuations in the TEC. Using fixed double difference ambiguities,

these SIPs for the ionosphere can be computed at the double difference level, either

by analyzing the L1-L2 linear combinations, or by simultaneously analyzing the orig-

inal L1 and L2 measurements [Schaer, 1999]. The main procedure for the stochastic

ionospheric estimation is that, at the beginning, the L1 and L2 observations are

processed simultaneously, and for each satellite and each epoch, one ionosphere pa-

rameter is set up, and then the ionosphere parameters are constrained with a priori

weights, or a process noise in a filter. Stochastic ionosphere modeling and param-

eterization is necessary in many cases, because short-period variations cannot be
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taken into account in global, regional, or even local ionosphere models [Hugentobler

et al., 2005]. In addition, Skone [2008] showed that the temporal stability of the

ionospheric error was degraded under active ionospheric conditions. One of the good

indicators of the storm activity is based on the Kp index. If Kp values exceeds 5,

this means relatively quiet to moderate ionospheric activity. A 3 hour Kp index

over three days with actual and predicted values can be found on the following link:

http://www.swpc.noaa.gov/products/planetary-k-index.

2.2.4 Multipath

Multipath is also considered as one of the major error sources in GNSS. The effect

happens when a transmitted signal arrives at the receiver via multiple paths due to

unwanted reflection and diffraction. Technically, the multipath is similar to a ring

or ghosting effect. When multipath is present and compared to the light-of-sight

signal path, this distortion are always delayed as the wave will take longer paths due

to the reflected surfaces. A satellite itself may also experience multipath during the

signal transmission but the effect of the satellite is minimal on a short baseline in

a single-difference observables [Leick, 2004]. Most prominent multipath happens in

the surroundings of the receiver, e.g. from buildings, streets, waterways, and vehi-

cles. The reflected signal is always weaker because of the attenuation of the reflector

which is dependent on the material itself, incident angle and the polarization of the

reflector. The signal attenuation due to reflection of a wave signal causes trouble

not only on GNSS surveyor but also for a conventional surveyor, especially a reflec-

torless EDM (Electronic Distance Measurement) user. In general, a higher incident

angle tend to generate more multipath interference and therefore a satellite on a

lower elevation angle tends to have more interference. The multipath signature for

consecutive days shows a very similar pattern as the geometry of the satellite and re-

ceiver repeats every sidereal day (see Figure 2.6). In static surveying, this is a useful
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feature of the multipath effect; by experiencing multipath over a number of days at

the same location. This eventually enables a spatial and temporal mitigation model

at the specific location to be created. The receiver receives many different satellite

signals from many direction and the intensity should be all different. By having a

better antenna, e.g. choke ring, (specifically resistant to the multipath effect) or a

better cable, one can mitigate much of the multipath effect.

Figure 2.6: Multipath daily repeatability in a short baseline [Hsieha and Wu, 2008]
5

Reflection and scattering of an electro-magnetic (EM) wave from a surface has two

components; specular and diffused. Diffused scattering is irregular, non-coherent and

non-deterministic and occurs on rough surface. Diffraction, however, occurs when

the signal hits the sharp edge or a rounded object. In Figure 2.7, specular reflections

and diffracted paths are depicted. The choke ring antenna especially prevents these

kind of diffracted signals. As the multipath error is affected by correlator spacing

and bandwidth, the use of the narrow correlator can reduce the amount of the mul-

tipath error. Even with the use of narrow-correlator, the error due to the multipath

5The baseline length of the processed data is 23122.72 m collected in 2006. It shows temporal
variations of the double-differenced multipath signal.
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Figure 2.7: Geometry of multiple multipath specular reflections upon a static GNSS
receiver

can have a magnitude of a few metres, and a few centimetres for code and carrier

phase observables, respectively. The effect is more complicated in a moving platform

as the dynamics and reflection condition change continuously.

In brief, the direct and the reflected signals at the antenna phase centre can be

written as follows [Seeber, 1993]:

AD = A cos ΦD and AR = αmulA cos(ΦD + ΦR) (2.27)

where,

AD : amplitude of the direct signal,

AR : amplitude of the reflected signal,

αmul : damping factor (0 ≤ αmul ≤ 1),

0 : no reflection
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1 : reflected signal as strong as direct signal

ΦD : phase position of the direct signal,

ΦR : phase shift of the reflected signal with respect to the phase of the direct signal.

The amplitude of the indirect signal is reduced by the damping factor αmul which

is dependent on the characteristics of the reflection at the surface. The phase of the

indirect signal ΦD is delayed by the phase shift ΦR which is a function of the geometry

between a satellite, receiver, and reflector. The superposition of two sinusoidal terms

gives:

AΣ = AD + AR = A cos ΦD + αmulA cos(ΦD + ΦR) = βA cos(ΦD + Θ) (2.28)

With AD,max = A and AR,max = αmulA, the equation for the resultant multipath

error in the observed carrier phase can be written as follows:

Θ = arctan

(
sin ΦR

α−1
mul + cos ΦR

)
(2.29)

The signal amplitude is

B = βA = A
√

1 + α2
mul + 2αmul cos ΦR (2.30)

Equations 2.29 and 2.30 tells that as αmul → 1, Θ→ 90◦. Therefore, the theoretical

maximum effect of multipath on carrier phase measurements would be about 5 cm in

the L1 signal (λ = 19.05 cm) as ΦR = 90◦ = 1/4 cycle. In addition, Georgiadou and

Kleusberg [1988] demonstrated that a height error due to the multipath can reach

±15 cm. Depending on a damping factor, carrier phase multipath behaviour reveals
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a completely different signature.

Figure 2.8: Example of carrier-phase multipath behavior [Georgiadou and Kleusberg,
1988]

Figure 2.8 is an example plot for varying damping-factor versus phase multipath

error at ΦR = 45◦ (top panel). The lower panel is for varying the phase-delay error

when the damping-factor is set to 0.6.

The multipath effects on code and carrier phases have been thoroughly studied

from early 1980s. These includes detailed physical understanding of the phenomena,

mathematical interpretation, new technological advancement of the receiver and an-

tenna design, and modelling of the surroundings at the receiver. Some of modelling

and simulation results of GPS multipath propagation on a different terrestrial en-

vironment are described on Hannah [2001]. Due to the complexity, much of the

research have been focused on a static scenario. A recent approach, however, is to

deal with kinematic applications, e.g. RTK-based dual antenna system for multipath

error mitigation [Serrano, 2013].
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2.2.5 System noise

There are many different error sources affecting on GNSS observables. Some of the

important error sources are described in earlier section. The errors associated with

the receiving system includes receiver noise, phase delay, oscillator’s stability, phase

centre offset & variations, phase delay variation, interchannel bias, and cables. One

of the common mistakes, however, happens when the user may under-estimate the

impact on the overall system noise effect, for example, by a cable. This is a simpler

example to deal with compared to other system noise effects. The precision of the

code and phase measurement is largely dependent on how much noise accompanies

the signal in the receiver’s tracking loops. The noise may be coming from the receiver

electronics itself or from receiver’s antenna [Langley, 1997].

The antenna noise temperature is one of two components contributing to the overall

system noise performance of a GNSS receiver. The other component is the receiver’s

equivalent noise temperature, which is a combination of cable losses and the noise

internally generated in the receiver. If the source of temperature T does not extend

over the entire antenna reception pattern, the detected noise power, and hence tem-

perature, will be less. This detected temperature is called the antenna temperature.

If the antenna is a hypothetical isotropic type, with unit gain in all directions, then

the antenna temperature is given by Langley [1997]:

Ta =
Ωs

4π
Tavg (2.31)

where,

Ωs : solid angular extent of the noise source,

Tavg : average noise temperature of the source across the antenna reception pattern.
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The antenna noise temperature, Ta, must be corrected for the contribution by the

cable between the antenna and the receiver or antenna preamplifier input. As there

is no perfect cable, a signal traveling through the cable is attenuated. But not only

does the cable component reduce the signal level, it also adds to the noise. If Lsn is

the total loss in the cable (power in divided by power out; Lsn > 1), then the total

antenna temperature is given by

Tant =
Ta
Lsn

+
Lsn − 1

Lsn
T◦ (2.32)

where T◦ is the cable’s ambient temperature. Alternatively, this could be written

as follows:

Tant = αsnTa + (1− αsn)T◦ (2.33)

where,

αsn(= 1/Lsn) : fractional attenuation (0 ≤ αsn ≤ 1).

This equation is of the same form as the equation of radiative transfer found in

physics. In fact, the physics of emission and absorption of electromagnetic radiation

by a cloud of matter is similar to the emission and absorption taking place in an

antenna cable [Langley, 1997]. We now have a measure of the noise level that can

contaminate a GPS observation and we can compare it with the power of a GPS sig-

nal. In the absence of any GPS signal, the receiver and its associated antenna and

preamplifier will detect a certain noise power, N . We can use the ratio of the power

of a received signal S, and the noise power N , measured at the same time and place

in a circuit as a measure of signal strength. Obviously, the larger the S/N value,

the stronger the signal. We usually make signal-to-noise measurements of signal at
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baseband (the band occupied by a signal after demodulation). At radio and interme-

diate frequencies (RF and IF), we commonly describe the signal level with respect

to the noise level using the carrier-to-noise-power-density ratio, C/N◦. This is the

ratio of the power level of the signal carrier to the noise power in a 1-Hz bandwidth.

It is a key parameter in analyzing GNSS receiver performance and directly affects

the precision of the receiver’s pseudoranges and carrier phase observations.

To see and test the effect of the different cables, I used the SPIRENTTM STR4760

GNSS simulator was used. All of the cables have often been used for GPS surveys.

For the test, the NovAtelTM Propak-V3 receiver was used.

Table 2.3: Specification of each cable tested

Manufacturer Model Length
Recom.
Use

nominal
attenuation

No.1 Huber & Suhner RG303U 14 m <1 GHz
0.46 dB/m
(1 GHz at 25◦)

No.2 Trimble 41300-10 10 m N/A N/A

No.3 Huber & Suhner RG223U 5 m <6 GHz
0.57 dB/m
(1.5 GHz at 25◦)

No.4 LMR LMR400 10 m <16.2 GHz
16.8 dB / 100 m
(1.5 GHz at 25◦)

No.5 Trimble 41299 1 m N/A N/A

Each simulation test was controlled by SimGENTM control software with exactly

the same scenario. Each test period was about 30 minutes. After each test was fin-

ished, the data were collected for the further analysis. Table 2.3 shows some details

of each cable which was used for the test. Some specifications could not be found

which are denoted by N/A in the Table.

Figure 2.9 provides an insight of the importance of the cable selection depending

on the engineering survey needs. The figure shows each SNR for a different cable for
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Figure 2.9: Noise test for five different cables using a SPIRENT simulator

the same PRN5 satellite as an example. As clearly seen from the figure, comparing

for 10m cables, the high-end LMR 10 m thick antenna cable shows much better

performance than the thin 10 m Trimble cable. From the test, we found that the

difference of SNR between cables can reach up to 7 dB. From this test, we could also

confirm that as a satellite sets to the horizon, the tracked signals are prone to be

nosier than a higher elevation angle.

Without considering the antenna cable effect, as a rule of thumb, the observation

resolution for the traditional GPS receiver is about 1% of the signal wavelength

and the modern receiver be even lower. Table 2.4 shows typical GPS range noises

[Hofmann-Wellenhof et al., 2008].
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Table 2.4: Typical GPS range noise figures

wavelength noise

C/A-code λ ≈ 300m 10 ∼ 300cm
P-code λ ≈ 30m 10 ∼ 30cm
Carrier λ ≈ 20cm 0.2 ∼ 5mm

2.3 Summary

In this chapter, the theoretical background of GNSS has been discussed, and the er-

rors affecting GNSS signals have been distinguished into two different groups. Espe-

cially, the orbit errors, ionosphere errors, multipath, and system noise from antenna

cables have been reviewed. In Chapter 3, the error mitigation for the troposphere

will be discussed in detail. This includes the general theory, a few important tro-

pospheric error mitigation strategy based on theoretical and empirical models, the

background of raytracing based on NWP, and radiosondes. Chapter 3 also includes

some experimental results that show the importance of GNSS technology in neutral

atmosphere research.
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Chapter 3

Troposphere Error Mitigation

3.1 Troposphere

The troposphere is part of the neutral atmosphere, ranging from sea level to a

height of about 12 km. The tropopause is a small boundary region between 12

km and 16 km where the temperature remains approximately constant at a level of

−60◦C to −80◦C [Schuler, 2001]. The upper part above the tropopause is referred

to as the stratosphere, up to an altitude of 40 km with a slow temperature increase.

In GNSS, the “troposphere” generally refers to the neutral atmosphere at altitudes

0 to 40 km [Skone, 1998]. At the GNSS signal frequencies, the troposphere is a

non-dispersive medium (i.e., no frequency dependence in signal transmissions), and

hence it affects the L1 and L2 signals by the same amount, unlike the effect of the

ionosphere.

The tropospheric effect on GNSS signals can be divided into two different com-

ponents: the hydrostatic (or ′dry′) part, and the non-hydrostatic (or ′wet′) part.

The hydrostatic and non-hydrostatic refractivity of the troposphere cause delays in

the signals. Most of the total delay is due to the hydrostatic component, while the
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non-hydrostatic component is responsible for approximately 10% of the total delay.

Various tropospheric delay models have been developed to estimate these delays, as

a function of the satellite elevation angle, receiver height, and meteorological param-

eters, such as temperature, pressure, and humidity. The range delay in the zenith

direction is approximately 2.5 m which corresponds to about 8ns; however, for an

elevation of 5◦, it increases to about 25 m. This dependence on elevation angle is

described by a mapping function, so that the delay near the horizon is three to five

times higher than in the zenith direction. Most of the delay is mitigated in differ-

ential positioning; however the residual tropospheric delay increases as the baseline

length increases.

Unlike the ionospheric errors and orbital errors, which can be reduced to sufficiently

low manageable levels, errors in the tropospheric delay, which mostly contribute to

errors in the height component in the station′s coordinate estimates, are known to

be one of the largest limiting factors for high accuracy GNSS positioning, at the

current time.

3.2 Principles of GNSS Signal Delay

The neutral atmosphere can be divided into the troposphere, the tropopause and

the stratosphere. The tropospheric delay of GNSS signals depends on the index

of refraction n along the signal path. For radio waves up to 15 GHz propagating

through the atmosphere along a path s, the length Le of the signal path can be

calculated by Fermat′s principle (similar to Equation 2.18):

Le =

∫
path

n(s)ds (3.1)
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where,

n(s) : index of refraction as function of the distance s

The geometrical distance is different from the actual path due to the difference

between the path delays in the troposphere versus a vacuum, and in reality is given

as follows:

δT =

∫
path

n(s)ds−
∫

vacuum

ds =

∫
path

(n(s)− 1)ds+ bending effect (3.2)

which is also called total or neutral slant path delay.

For elevation angles above 15◦, the bending effect is less than 1 cm; however, for

smaller elevations, the effect can be as larger as 2 ∼ 3 cm. This total delay can be

divided into a hydrostatic component (δρh) and a non-hydrostatic component (δρw)

as follows:

δT = δTh + δTw (3.3)

However, this can be expanded to further distinguish between the azimuthally

symmetric delay and asymmetric parts [Schuler, 2001].

δT = δTh,sym + δTh,asym + δTw,sym + δTw,asym (3.4)

where,

δTh,sym : hydrostatic delay term under the assumption of symmetry in azimuth,

δTw,sym : non-hydrostatic delay term under the assumption of symmetry in az-

imuth,
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δTh,asym : hydrostatic correction term taking asymmetry into account,

δTw,asym : non-hydrostatic correction term taking asymmetry into account.

Equation 3.4 can be further expanded when the horizontal tropospheric gradient

model is applied to the above asymmetric components as follows:

δT = m(ε)h ·ZHD +m(ε)w ·ZWD +m(ε)azi · [Gnorth · cosαazi +Geast · sinαazi] (3.5)

where,

m(ε) : mapping function,

ZHD : zenith hydrostatic delay,

ZWD : zenith wet delay,

Gnorth : gradient in northward direction,

Geast : gradient in eastward direction,

αazi : azimuth,

h,w : subscript for hydrostatic or non-hydrostatic component.

The tropospheric delay model most widely used is the one without the gradient

components. The zenith delay model as well as the mapping function is further ex-

plained in section 3.3.

In Equation 3.1, the index of the refraction, n (ratio of the speed of the propagation

of electromagnetic wave in vacuum to the speed of the propagation of the medium),

can be expressed in term of the refractivity index Nt as follows:

Nt = 106(n− 1) (3.6)
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The refractivity of humid air in the frequency band between 100 MHz and 20 GHz

is given by Thayer [1974] as follows:

Nt = k1
pd
T
Z−1
d + k2

ew
T
Z−1
w + k3

ew
T 2
Z−1
w (3.7)

where,

pd : partial pressure of dry air (mbar); pd = pt−ew with pt being the total pressure,

ew : partial pressure of water vapour (mbar),

T : temperature (◦K),

k1, k2, k3 : refraction constants (◦K/mbar,◦K/mbar,◦K/mbar2),

Z−1
d , Z−1

w : inverse compressibility factors for dry and wet air which are empirical

factors.

Atmospheric refractivity relies on pressure and compressibility of the gases, but

also depends on the electric properties of the molecules. The molecules act like tiny

dipoles and cause a dipole moment affecting the radio wave. In case of O2 or N2,

there exists only an induced dipole moment, but there is a permanent dipole moment

in water vapour.

The first term in Equation 3.7 is the hydrostatic component and represents the

effect of the induced dipole moment of the dry component, while the second term is

related to the dipole moment of water vapour and the last term represents the dipole

orientation effects of the permanent dipole moment of water vapour molecules. The

last two terms in Equation 3.7 constitutes to the wet component of the refractivity.

The refraction constants k1, k2, k3 are determined empirically. The inverse compress-

ibility accounts for the difference between ideal gas assumptions and non-ideal gas

behaviour. These values and the pressure of water vapour are found on Schuler
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[2001], Thayer [1974] and Hugentobler et al. [2005] as follows:

Z−1
d = 1 + pd

(
57.97 · 10−8 ·

(
1 +

0.52

T

)
− 9.4611 · 10−4 · Tc

T 2

)

Z−1
w = 1 + 1650

ew
T 3

(
1− 0.01317 · Tc + 1.75 · 10−4 · T−2

c + 1.44 · 10−6 · T−3
c

)

ew =
Hrh

100
e−37.2465+0.213166T−0.000256908T 2

(3.8)

where,

Tc : temperature (◦C),

T : temperature (◦K),

Hrh : relative humidity (%).

These inverse compressibility factors, i.e. Z−1
d and Z−1

w , for dry and wet air are

empirical factors and can be modeled as a function of pressure and temperature as

shown in Equation 3.8.

In order to define the zenith delay, it is necessary to express the refractivity in

Equation 3.7 in terms of its hydrostatic and non-hydrostatic components. With the

assumption of the hydrostatic equilibrium, the following relationship can be made:

k1
pd
T
Z−1
d = k1

ρdRdTZd
T

Z−1
d = k1ρdRd

= k1
ρdRo

Md

= k1

(
ρtRo

Md

− ew
T
Z−1
w

Mw

Md

) (3.9)

where,

Ro : universal gas constant (= 8.31434J mol−1 ◦K−1),

Rd : specific gas constant for dry air (= 287.054J mol−1 ◦K−1),
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Mw : molar weight of wet air (= 18.0152kg kmol−1),

Md : molar weight of dry air (= 28.9644kg kmol−1),

ρd : density of dry air (kg m−3), 6

ρt : total density for dry and wet air (kg m−3).

Substituting Equation 3.9 into Equation 3.7, the refractivity can be rewritten as

follows:

Nt = k1

(
ρtRo

Md

− ew
T
Z−1
w

Mw

Md

)
+ k2

ew
T
Z−1
w + k3

ew
T 2
Z−1
w

= k1
ρtRo

Md

+ k′2
ew
T
Z−1
w + k3

ew
T 2
Z−1
w

(3.10)

k′2 =

(
k2 − k1

Mw

Md

)
(3.11)

where,

k1 = 77.60± 0.09 ◦K/hPa,

k2 = 69.4± 2.2 ◦K/hPa,

k
′
2 = 22.1± 2.2 ◦K/hPa,

k3 = (3.701± 0.012) 105 ◦K2/hPa.

Equation 3.10 is useful, as it allows a strict separation between the hydrostatic

and non-hydrostatic components. The hydrostatic component, from Equation 3.10

is

Nd = k1
ρdRo

Md

(3.12)

and the non-hydrostatic component is

6Standard values can be found on International Standard Atmosphere
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Nw =

(
k′2
ew
T

+ k3
ew
T 2
Z−1
w

)
(3.13)

The zenith hydrostatic delay and the zenith non-hydrostatic (′wet′) delay can be

defined as follows:

ZHD = 10−6

∞∫
hs

Nddh (3.14)

ZWD = 10−6

∞∫
hs

Nwdh (3.15)

where,

hs : surface height,

dh : differential increment in height.

Almost 90% of the total delay occurs in the hydrostatic part, which varies slowly

with time. This hydrostatic delay can be easily modelled by the assumption of hy-

drostatic equilibrium with an accuracy at the millimetre level [Mendes et al., 1995].

However, unlike the hydrostatic part, the non-hydrostatic part (which amounts for

approximately 10 ∼ 40 cm of range delay) is much more difficult to model than the

hydrostatic part, due to its strong spatial and temporal variations. The assumption

of hydrostatic equilibrium does not hold for this portion of the air and relative errors

of empirical, theoretical models are on the order of 10%.

This uncertainty in the modelling (which leaves large residual errors) can cause

significant errors in high-precision GNSS RTK applications. Since these variations
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can generate relative and absolute tropospheric errors, the error in the estimation

of tropospheric corrections for one station with respect to another in a network can

cause relative tropospheric errors, which mostly results in incorrect estimates of the

station′s height.

To reduce or minimize these errors arising from poor modelling of the wet tropo-

sphere, one possibility is to model the tropospheric refraction without the benefit

of GNSS observations using independent datasets; and the other is to estimate the

tropospheric parameters directly using available GNSS data. Existing theoretical

models are described in the next section.

3.3 Mitigation Models

To model the troposphere hydrostatic delay, many models use information about

the surface pressure, temperature, and relative humidity to derive zenith or slant

delay estimates. However, almost all models require certain conditions in, or make

assumptions about, the atmosphere above the station. Some commonly-used mod-

els for the tropospheric delay are, e.g., Modified Hopfield (from Goad and Good-

man[1974]), Saastamoinen [1972], Hopfield [1969], Essen and Froome [1971], Lanyi

[1984], Davis et al. [1985], Herring [1992] and Niell [1996].

The most commonly used approach uses the Saastamoinen model with the Neill

mapping function and the troposphere model, i.e. UNB3 model which is discussed

in section 3.3.1 and 3.3.3.
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3.3.1 Saastamoinen Model

This model also assumes that the atmosphere is in hydrostatic equilibrium which

follows from the ideal gas law. While the Hopfield model assumes the gravity ac-

celeration is not changed with height, it is treated as a function of height in the

Saastamoinen model. In more detail here, under hydrostatic equilibrium, the lo-

cal pressure, which is assumed to be isotropic, provides the balancing force against

the atmospheric weight per unit area. The equation of the state of the hydrostatic

equilibrium can be written as follows:

dp = −g · ρ · dH (3.16)

where,

dp : differential change in pressure (mbar),

g : gravity change with height (m/s2),

ρ : density (kg/m3),

dH : differential change in height (m).

With the introduction of the weighted mean gravity acceleration gm, the above

equation can be rewritten as follows:

ρ = − 1

gm

dp

dH
(3.17)

Equation 3.12 can be then rewritten using the introduction of the mean gravity

acceleration as follows:

Nd = k1
ρdRo

Md

= k1Rdρ = −k1Rd
1

gm

dp

dH
(3.18)
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When the above equation is substituted to the Equation 3.14, we get,

ZHD = 10−6

∞∫
Hs

Nddh = −10−6k1Rd
1

gm

∞∫
ps

dp

= 10−6k1Rd
ps
gm

= 0.022275
ps
gm

(3.19)

where,

gm : the weighted mean gravity acceleration,

ps : surface pressure.

gm is defined as the gravity acceleration at the centre of mass of the vertical

atmospheric column directly above the station and can be approximated by the

Saastamoinen equation as follows [Davis et al., 1985]:

gm = 9.784 (1− 0.00266 cos 2ϕlat − 0.00028Hhgt)

= 9.784 f(ϕlat, Hhgt)

(3.20)

where ϕ and H(km) are the latitude and height of the station, respectively.

Therefore, the ZHD can be written as follows:

ZHD =
0.0022767ps

1− 0.00266 cos 2ϕlat − 0.00028Hhgt

(3.21)

For the ZWD, Saastamoinen [1972] assumed that the water vapour pressure and

temperature decrease with height as follows:
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ew = es

(
T

Ts

) vg
Rdαlr

(3.22)

where,

es : water vapour pressure at the surface (mbar),

v : numerical coefficient to be determined from local observations,

αlr : temperature lapse rate (◦K/km),

Ts : temperature at surface (or antenna) height (◦K).

The final expression for the zenith wet delay according to Saastamoinen [1972] is:

ZWD = 0.002277

(
1255

Ts
+ 0.05

)
es (3.23)

The Saastamoinen ZHD and ZWD model is generally used for the tropospheric

delay model due to its model accuracy. Mendes and Langley [1995] showed that the

root mean squared (rms) error of the ZHD of this model is less than 1 millimetre and

that of the ZWD reaches from 8 to 46 mm with respect to ray-tracing values from

radiosonde data in selected areas. A ray-tracing technique is described in Section

3.4.

3.3.2 Mapping Functions

The tropospheric delay is the shortest in the zenith direction, and becomes larger

with increasing zenith angle. Using a mapping function, the zenith path delay can

be projected onto a slant direction. Similar to the tropospheric models, there are

many mapping functions that have been proposed, such as: cosecant, Hopfield [1969],

Chao [1972], Black [1978], Davis et al. [1985], Baby et al. [1988], Herring [1992],

Niell [1996].
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The mapping functions are approximately equal to the cosecant of elevation angle,

but there are significant deviations from this “cosecant law” due both to the cur-

vature of the earth and the curvature of the path of the GNSS signal propagating

through the atmosphere. The cosecant mapping function is 1/ cos(ε) where the ε is

the elevation angle . Due to the large deviations for lower elevation angles, however,

this function is limited to use below about 60 degrees elevation.

The Hopfield mapping function is based on the quartic refractivity profiles [Hop-

field, 1969]. While a constant temperature lapse rate is used to derive the Hopfield

mapping function, the Chao [1972] model, which is an expansion of the Marini [1972]

model, uses the elevation angle in his mapping function, and defines the coefficients

as global constants within a fractional expansion truncated to the second order terms.

Despite its simplicity, the Chao mapping function proved to be unexpectedly precise

[Schuler, 2001]. The Black [1978] model depends slightly on the surface temperature

and is based on the quartic profiles by Hopfield [1969]. Davis et al. [1985] requires

surface meteorological data, e.g. temperature, pressure and water vapour pressure.

This mapping function depends on the surface pressure, temperature, temperature

lapse rate, and tropopause height. Herring [1992] calculates the coefficients of his

function based on ray-tracing of radiosonde data for 10 sites in North America from

27◦N to 65◦N, for elevation angles down to 3◦, and these coefficients are dependent

on the surface pressure, site latitude and height above sea level.

Typical accuracies of the existing mapping functions are similar for higher elevation

angles. At about 15◦ elevation, most of the mapping functions show sub-centimetre

accuracies [Mendes and Langley, 1994]. However, they start to exhibit very impor-

tant differences for lower elevation angles, due to the drastic increase in tropospheric
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model errors as the atmospheric depth increases. Therefore, the user should select

the mapping function very carefully. Even if a mapping function is performing very

well in the polar regions, it should not be used in the same way in the equatorial

regions, or near coastal regions, due to the uncertainties of the model in these regions.

The mapping functions of Arthur Niell, developed using radiosonde data over a

wide range of latitudes, are the most widely used, and are known to be the most

accurate and easily-implemented functions. In detail, Niell [1996] uses the continued

fraction form as follows:

mniell(ε) =

1

1 +
a

1 +
b

1 + c

sin(ε) +
a

sin(ε) +
b

sin(ε) + c

(3.24)

The coefficients a, b, and c are evaluated by using standard meteorological data

which is dependent on the latitude, and takes seasonal variations into account. To re-

alize the mapping function, those coefficients must be determined. The atmospheric

model chosen affects to the model coefficients, and so different mapping function

result. A typical case is the differences between Neill mapping function and Vienna

mapping function (VMF). They use the same mapping model like Equation 3.24,

but different atmospheric models. The VMF is based on direct raytracing technique

through a numerical weather prediction model. Both Neill and VMF models take

into account the temporal and spatial behaviour. For the hydrostatic part, these
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coefficients are determined based on the height, latitude and day of year (DOY).

However, the wet mapping function only depends on latitude. The coefficients of the

Neill mapping function are calculated by the equation:

a(ϕi, t) = aavg(ϕi)− aamp(ϕi) cos

(
2π
t− tmw
365.25

)
(3.25)

where,

ϕi : site latitude,

a : mapping function coefficient, separated into average value and amplitude,

t : time (day of year),

tmw : day of year for maximum winter which is set to 28 days for the northern

hemisphere and 211 for the southern hemisphere.

The coefficients of a, b, c in Equation 3.24 for latitude are calculated by linear

interpolation for both the hydrostatic part and non-hydrostatic part; however, the

seasonal variations are subtracted from the average values. The coefficients for the

Neill hydrostatic and non-hydrostatic mapping functions are given in Tables 3.1 and

Table 3.2.

Table 3.1: The coefficients for Neill hydrostatic mapping function

ϕi = 15◦ ϕi = 30◦ ϕi = 45◦ ϕi = 60◦ ϕi = 75◦

aavg · 103 1.2769934 1.2683230 1.2465397 1.2196049 1.2045996
bavg · 103 2.9153695 2.9152299 2.9288445 2.9022565 2.9024912
cavg · 103 62.610505 62.837393 63.721774 63.824265 62.258455
aamp · 105 0 1.2709626 2.6523662 3.4000452 4.1202191
bamp · 105 0 2.1414979 3.0160779 7.2562722 11.723375
camp · 105 0 9.0128400 4.3497037 84.795348 170.37206
aheight 2.53 · 10−5

bheight 5.49 · 10−3

cheight 1.14 · 10−3
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Table 3.2: The coefficients for Neill non-hydrostatic mapping function

ϕi = 15◦ ϕi = 30◦ ϕi = 45◦ ϕi = 60◦ ϕi = 75◦

aavg · 104 5.8021897 5.6794847 5.8118019 5.9727542 6.1641693
bavg · 103 1.4275268 1.5138625 1.4572752 1.5007428 1.7599082
cavg · 102 4.3472961 4.6729510 4.3908931 4.4626982 5.4736038

As the numerical weather model represents a better physical condition for the at-

mosphere, it enables to a better and more accurate coefficients to be determined.

The Neill model uses the seasonal fluctuations, and the VMF uses the daily and

sub-daily fluctuations. To validate VMF, Boehm and Schuh [2004] compared it with

the Niell mapping function (NMF) and Isobaric mapping function (IMF). They used

the baseline length repeatability as a measure and found that there is a significant

difference between the models based on different NWP models used, e.g. VMF &

IMF, and NMF, especially for baseline of 4000 km length and over (see Figure 3.1).

McAdam [2013] created a robust operational mapping function service based on

VMF and made an online interface for the product UNB-VMF1 from the link:

http://unb-vmf1.gge.unb.ca based on an independent ray-tracing scheme. This pro-

vides more flexible opportunity to users to choose different mapping functions for

their scientific and geodetic research.

Generally, for low elevations, the errors in the GNSS range observations arise

mainly due to multipath and troposphere delays, and these unmodeled systematic

errors decrease the quality of results. Hugentobler et al. [2005] mentioned that these

effects are marginally reduced by choosing an elevation-dependent weighting scheme.

Most of the global water vapour usually exists near the equatorial or coastal re-

gions. Therefore, even if a mapping function performs very well at polar or mid-
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Figure 3.1: Baseline length repeatabilities for several baselines [Boehm and Schuh,
2004]

latitude regions, it should not be used in a similar manner in the equatorial region

or near coastal regions, since the uncertainties of the model at this region increase.

Skone [2003] suggested that the range delays for the wet delay can be as low as

centimetres near the pole, but up to 40 cm in the tropics. In this case, a ray-tracing

technique may be a promising approach or the use of UNB-VMF1 can be a good

alternative to further reduce the uncertainties of the model.

3.3.3 UNB3 Model

The UNB3 model for neutral atmosphere signal propagation delay was originally

developed by the University of New Brunswick (UNB) to mitigate the error of the

delay especially for WAAS enabled receivers. WAAS/SBAS MOPS model was de-

rived from original UNB3 model. The model is a combination of the Saastamoinen

model and the Neill mapping functions with parameters. The associated parameters

are the five meteorological parameters which were derived in using the temperature

and humidity profiles contained in the 1966 U.S. Standard Atmosphere Supplements.

They are: total pressure ps, temperature Ts, water vapour pressure es at the surface,
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the temperature lapse rate β and a parameter that represents the average decrease

of water vapour λs.

There have been a few different UNB tropospheric models, e.g. UNB1, UNB2.

Before the introduction of UNB3, temporal variation of the station had not been

considered. The UNB3 delay model is an improvement gained by introducing a

temporal variation. The Niell mapping functions for a troposphere model represent

the annual variation of the atmosphere as a sinusoidal function of the day-of-year.

Given the proven performance of the Niell mapping functions, it was thought that a

troposphere model derived from the same data would be useful [Collins and Langley,

1996]. The model was validated by comparing it to to the ray-traced radiosonde

measurements of the signal delay obtained from 173 stations in North America be-

tween 1987 and 1996.

The model input parameters are day-of-year, elevation angle, height and latitude.

The UNB3 model provides a look-up table of surface meteorological parameter val-

ues, and models to propagate these surface values to any arbitrary station height.

For each latitude in the 1966 U.S. Standard Atmosphere Supplements, the mean

and the amplitude of the five parameters were calculated from the January and June

profiles. Between latitudes, linear interpolation is applied for a required parameter

ξ at latitude ϕ and time t [Collins and Langley, 1996].

The UNB3 model parameters are tabulated in Table 3.3 and Table 3.4. Each five

parameters can be calculated based on the Equation (3.26), i.e. ξ based on Table 3.3

and Table 3.4. The subscripts refer to the nearest latitudes specified in the table to

the required one:
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ξ(ϕ, t) =ξavg(ϕi) + [ξavg(ϕi+1)− ξavg(ϕi)m]

− (ξamp(ϕi) + [ξamp(ϕi+1)− ξamp(ϕi)]m) cos

(
2π(t− 28)

265.25

) (3.26)

where,

ξ(ϕ, t) : five different parameters - ps, Ts, es, β, λs,

m = (ϕ− ϕi)/(ϕi+1 − ϕi),

ϕ : latitude.

For consistency with the Niell functions, day-of year 28 is used for the phase of

the temporal variation.

Table 3.3: Parameters for UNB3 model - ξavg(ϕi)

average ps Ts es β λs

15◦ 1013.25 299.65 26.31 6.03 2.77
30◦ 1017.25 294.15 21.79 6.05 3.15
45◦ 1015.75 283.15 11.66 5.58 2.57
60◦ 1011.75 272.15 6.78 5.39 1.81
75◦ 1013.00 263.65 4.11 4.53 1.55

Table 3.4: Parameters for UNB3 model - ξamp(ϕi)

amp. ps Ts es β λs

15◦ 0.99 0.00 0.00 0.00 0.00
30◦ -3.75 7.00 8.85 0.25 0.33
45◦ -2.25 11.00 7.24 0.32 0.46
60◦ -1.75 15.00 5.36 0.81 0.74
75◦ -0.50 14.50 3.39 0.62 0.30

For a given latitude and day of year, the zenith delay can be computed from the
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following equation:

ZHD =
10−6k1Rd

gm

(
1− βHhgt

Ts

) g◦
Rdβ

ps (3.27)

ZWD =
10−6

(
Tmk

′
2 + k3

)
Rd

gmλ
′
s − βRd

(
1− βHhgt

Ts

)λ
′
sg◦
Rdβ
−1

es
Ts

(3.28)

where,

Ts, ps, es, β, λs : for a certain latitude and time, each parameter can be calculated

from Equation (3.26),

Hhgt : orthometric height (m),

Rd : gas constant for dry air,

gm : from Equation (3.20),

g◦ : surface gravity,

Tm : mean temperature of water vapour in ◦K,

Tm = T

(
1− βRd

gmλ
′
s

)
(3.29)

where λ
′
s = λs + 1 (unitless).

The total slant delay then can be calculated by:

ZTD = mdnZHD +mwnZWD (3.30)

where, the mdn and mwn represents the Niell′s hydrostatic and non-hydrostatic

mapping functions, respectively.
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Based on Collins and Langley [1998], the model is able to predict the total zenith

delay with average uncertainties of 5 cm (2σ) under normal, non-severe tropospheric

conditions.

Figure 3.2: Non-hydrostatic estimation error between UNB3 and UNB3m [Leandro
et al., 2006]

A modification for UNB3, called UNB3m, has been also developed due to the

following stated limitation. In some cases, computed water vapour pressure values

based on the relative humidity were found to be not realistic. As the water vapour

pressure is affected only by the non-hydrostatic delay component, the UNB3m is a

modification of UNB3 model only in the non-hydrostatic part. To develop a newer

model, Leandro et al. [2006] processed a total of 223 stations through the years from

1990 to 1996. That analysis showed that UNB3 has a consistent bias of 2 cm with

an rms close to 5 cm. Whereas, the bias in the UNB3m is about −0.5 cm.
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Table 3.5: Average and amplitude values for relative humidity used in UNB3m

Relative Humidity (%)
Latitude Average Amplitude

15◦ 75.0 0.0
30◦ 80.0 0.0
45◦ 76.0 -1.0
60◦ 77.5 -2.5
75◦ 82.5 2.5

Table 3.5 represents the relative humidity correction in the UNB3 model. UNB3m

models is achieved by the replacement of the columns of the water vapour pressure

es in Table 3.3 by this corrected relative humidity values. Figure 3.2 represents the

histogram for non-hydrostatic delay estimation error for both UNB3 and UNB3m.

The error caused by the different relative humidity values is significantly reduced

in UNB3m. More details about the UNB3m model and parameter conversions can

be found on Leandro et al. [2006] and the Matlab source code is accessible at:

http://www2.unb.ca/gge/Resources/unb3m/unb3m.html.

3.4 Ray-Tracing Technique

Ray-tracing techniques are often used in computer graphics to make more real-

istic 3 dimensional (3D) scenes. From the geometrical point of view, ray-tracing

for the atmosphere gives much more realistic results than the empirical or mathe-

matical models for the troposphere. This is because large vertical and horizontal

gradients exist in the atmosphere, and these are much more significant for the lowest

elevations, due to the irregularity in the water vapour content, or due to other un-

certainties. Ray-tracing is known as one of the most reliable and realistic approaches

for calculating the tropospheric delay [Boehm and Schuh, 2003]. When both GNSS

information and 3D numerical weather fields are made available, the path of a satel-
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lite signal can be calculated by using a ray-tracing technique, which will give more

reliable estimates of the tropospheric delay for low elevation angles. However, in or-

der to maximize its usage, tropospheric delays for all incoming signals from a given

satellite should be respectively calculated in real-time for the given sampling rate.

This would take much more time than using the mathematical models. Therefore,

the direct application of the ray-tracer, using 3D numerical weather fields, to GNSS

real-time applications, has some limitations; but, if the 3D numerical weather fields

are available, then ray-tracing techniques (with a few simplifying approximations)

can be used to directly integrate slant path refractivity profiles and derive slant delay

estimates as well.

3.4.1 Numerical Weather Prediction Model

A numerical weather prediction model incorporates a series of weather data which,

where applied to mathematical models of the atmosphere, can be used to predict

the weather based on previous and current weather conditions. The ultimate goal

of NWP is to find the exact state of the atmosphere so that it enables it to accu-

rately predict the weather at a future time. The system is associated with an initial

value problem: given an estimate of the present state of the atmosphere, the model

forecasts its evolution. Therefore, the primary data source plays a crucial role in

obtaining a reliable result.

One of these ray-tracing techniques in NWP for geodetic usage uses the topocen-

tric coordinates of virtual satellites, in terms of the azimuth and zenith angle to each

satellite, and necessary information regarding the total pressure, temperature, and

partial water vapour pressure or relative humidity [Schuler, 2001]. Another method

is based on Snell′s law [Boehm and Schuh, 2003]. Figure 3.3 illustrates a ray-tracing

technique based on the geometrical viewpoint of the method.
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NWP has an individual level which is denoted by k level. For each k(∼ 1000) level,

the hydrostatic and non-hydrostatic refractivity from the bottom level to k level can

be evaluated and calculated. Then the refractivity index can be estimated; these

values are used to determine the (k − 1) refractivity for both the hydrostatic and

non-hydrostatic component, as well as for the refractivity index between the levels.

One of the calculated results is Figure 7.40 and Figure 7.41 in Chapter 6. Using the

relationship between the height of the levels and the distance to the centre of the

Earth, the corresponding distance is calculated:

ri = ro + hi (3.31)

where subscript i represents the corresponding level.

Figure 3.3: A ray-tracing scheme

When the initial angle is given, the point P1 can be determined by using the rela-
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tion, θ1 = e1. After this calculation, the second point P2 and geocentric coordinates

of P1 and P2 can be determined by the following equations [Boehm and Schuh, 2003]:

s1 = −r1 sin θ1 +
√
r2

2 − r2
1 cos2 θ1

z1 = r1

z2 = z1 + s1 sin e1

y1 = 0

y2 = y1 + s1 cos e1

(3.32)

The corresponding angles at the centre of the Earth can be determined by the

following:

η1 = 0

η2 = arctan

(
y2

z2

) (3.33)

Now, the angles θ2 and e2 at the point P2 can be determined based on Snell′s law,

as follows:

θ2 = arccos

(
n1

n2

cos(θ1 + η2)

)
e2 = θ2 − η2

(3.34)

Thereafter, the same strategies are used to calculate all other shells from 2 to

(k − 1) levels as follows:

72



si = −ri sin θi +
√
r2
i+1 − r2

i cos2 θi

zi+1 = zi + si sin ei

yi+1 = yi + si cos ei

ηi+1 = arctan

(
yi+1

zi+1

)
θi+1 = arccos

(
ni
ni+1

cos(θi + (ηi+1 − ηi)
)

ei+1 = θi+1 − ηi+1

(3.35)

Finally, one can estimate the slant hydrostatic delay (SHD) and the slant non-

hydrostatic delays (SWD) using the discrete ray-tracing technique as follows:

SHD =
k−1∑
i=1

siNhi and SWD =
k−1∑
i=1

siNwi (3.36)

There are many NWP models available. In Canada, the Canadian Meteorological

Centre (CMC) is a major organization for operation and research in NWP. In the

USA, computer weather forecasts issued by the National Center for Environmen-

tal Prediction (NCEP) in Washington DC, guide forecasts from the US National

Weather Service (NWS). NCEP has operated since 1950s [Kalnay, 2003]. NWP re-

search takes place in several research centres in USA such as National Oceanic and

Atmospheric Administration (NOAA), National Centre for Atmospheric Research

(NCAR), National Aeronautics and Space Administration (NASA), etc. Internation-

ally, a research centre such as the European Centre for Medium Range Weather Fore-

cast (ECMWF) has a major role in global scale NWP research through international

cooperation. Significantly, the GPS-Met Observing Systems Branch (GPS-Met)

within the Forecast Systems Laboratory (FSL) in NOAA had used Rapid Update
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Cycle (RUC) until the next generation of NCEP′s Rapid Refresh (RAP) model was

introduced in May 2012. Currently, the RAP which is a 1 hr cycle system replaced

the operational RUC at NCEP. This is an operational atmospheric prediction system

comprised primarily of a numerical forecast model, and an analysis system to initial-

ize that model. A sample data processing with NWP is based on RUC. RUC covers

the lower 48 states of the USA, and adjacent areas of Canada, Mexico, and oceanic

areas. There are four types of RUC models: RUC60, RUC40, RUC20 and RUC13.

The detailed output contents of the RUC models can be found on the following link

under the Climate Research Facility (ARM): http://www.arm.gov/instruments/ruc.

The key features of RUC model are:

• High-frequency (every 1h) 3-d objective analyses over the contiguous United

States

• High-frequency (every 1h) short-range weather model forecasts (out to 12 h)

in support of aviation and other mesoscale weather forecast users, i.e. in size from

several kilometers to around 100 kilometres.

• Assimilation of data from Commercial aircraft (relayed through ACARS - Air-

craft Communications, Addressing, and Reporting System)

• Wind profilers (404 and boundary-layer 915 MHz)

• Rawinsondes and special dropwinsondes

• Surface reporting stations and buoys

• Radio Acoustic Sounding System (RASS) which is experimental

• Velocity-azimuth display (VAD) winds from National Weather Service (NWS)

WSR-88D radars

• Geostationary Operational Environmental Satellite (GOES) total precipitable

water vapour estimates

• Special Sensor Microwave Imager (SSM/I) total precipitable water vapour esti-
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mates

• GPS total precipitable water vapour estimates

• GOES high-density visible and IR cloud drift winds

In Chapter 6, RUC20 NWP was used to calculate the slant tropospheric delay for

a baseline, CGSJ and DRHS station, as an example for mitigating the tropospheric

delay and for examining the positioning solution. RUC20 has a horizontal grid

of 301 by 225 points, and is based on a 20 km by 20 km grid. Currently, the

raw data of RUC20, which covers the entire RUC domain, are available only from

the ARM archive on request, in GRIB format which can be decoded by such as

the Grid Analysis and Display System (GrADS) or read grib for Matlab. More

detailed information on GrADS and read grib can be found at the following link:

https://www.ncdc.noaa.gov/data-access/model-data/model-datasets

/rapid-update-cycle-ruc.

3.4.2 Radiosonde

A radiosonde is a balloon-borne instrument with radio transmitting capabilities.

Typically, weather offices launch balloons twice each day at the same time to obtain

basic weather information about the atmosphere. The instruments carried by the

balloon measure different weather parameters such as air temperature, humidity and

pressure, typically to altitudes of approximately 30 km, and their data are transmit-

ted immediately to the ground station by a radio transmitter. Radiosonde observa-

tions, also called RAOB, have been the main source of upper air measurements for

over 70 years and still are an important source of data for neutral-atmosphere stud-

ies. RAOB data can still be an option for research and validation studies. Figure

3.4 shows the location of RAOB launch sites (∼1500 sites worldwide), whose data

are accessible through the NOAA database
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Figure 3.4: Location of 1500 Integrated Global Radiosonde Archive (IGRA) stations
around the world (from NOAA) 7

Typically, ray-tracing is performed using radiosonde data to generate an absolute

or true value for validating the zenith wet delay. Although radiosonde data provides

a good vertical resolution, they are not typically used due to their poor horizontal

resolution and cost. As described earlier, the radiosonde measurements include air

temperature, humidity and pressure with varying height.

If we know dew point and temperature at a certain elevation, we can get the

relative humidity based on Clausius-Clapeyron equation:

T − Td = 4× 10−4T · Td · (− logUw) (3.37)

where,

7IGRA stations and details can be found on https://www.ncdc.noaa.gov/data-access/weather-
balloon/integrated-global-radiosonde-archive, accessed May 2016
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T : temperature (◦K),

Td : dew point temperature (◦K),

Uw : relative humidity (%).

Based on the Magnus′s formula, the saturated water vapour pressure can be cal-

culated as:

log ew =
−2973.4

T
− 4.9283 log T + 23.5470 (3.38)

where,

ew : saturated water vapour pressure.

The humidity ratio can be expressed by mass of water (or by the partial vapour

pressure of the specific moist air). It can be formulated as the ratio between the

actual mass of water vapour present in specific moist air - to the mass of the dry air.

Its unit is kilogram of waster vapour per kilogram of dry air.

q =
mwv

mda

(3.39)

where,

q : humidity ratio (kgwater/kgdryair),

mwv : mass of water vapour (kg),

mda : mass of dry air (kg).

There is another term regarding humidity, called the ′mixing ratio′:

r =
mwv

md

(3.40)
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where,

r : humidity ratio (kgwater/kgdryair),

mwv : mass of water vapour (kg),

md : mass of dry air (kg).

So, based on Equation (3.39) and Equation (3.40), the following ratio q can be

derived.

q =
r

1 + r
(3.41)

The partial pressure for dry air and vapour can be expressed as:

PdV = MdRdT

eV =
1

ε
mvRdT

(3.42)

where,

Rd : gas constant for dry air,

ε : constant.

Therefore, we can arrive at the following equation.

r =
ε · e
P − e

(3.43)

where P = Pd + e.
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Once the air is saturated for the water vapour, Equation (3.43) can be rewritten

by:

r =
ε · ew
P − ew

(3.44)

where, superscript w represents water vapour.

Therefore, using Equation 3.43 and Equation 3.44 with Uw = e/ew, the saturated

mixing ratio(r) can be derived:

rw =
Uwrw

1 +
(1− Uw)rw

ε

(3.45)

where,

rw : ε · ew/(P − ew),

ε : constant.

Once Uw = e/ew is calculated based on Equation (3.38), the mixing ratio rw can

be determined from Equation (3.45). Finally, Equation (3.41) can be estimated.

Integrated Water Vapour (IWV) gives the total amount of water vapour that a

signal from the zenith direction would encounter. Precipitable Water Vapour (PWV)

is the IWV scaled by the density of water. IWV can be formulated as follows

[Glowacki, 2006]:

IWV =

∫ H

0

ρwdh =

∫ H

0

ρqdh (3.46)
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where,

ρ : density,

q : r/(1 + r),

r : mixing ratio.

As −dP = ρgdh, IWV becomes

IWV =
1

g

∫ PH

P◦

qdP (3.47)

where,

g : gravitational constant on Earth surface,

P◦ : pressure at the surface h = 0,

PH : pressure at the surface h = H.

In the discrete case, IWV can be specifically summarized as follows:

IWV = 0.0102
N∑
k=1

q̄k∆Pk (3.48)

where,

q̄k =
qk + qk−1

2
, ∆Pk = Pk − Pk−1 (3.49)

Finally, the precipitable water vapour (PW) can be calculated based on the fol-

lowing formula.
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PW =
IWV

ρw
(3.50)

One of the examples in PW estimation based on radiosonde data and GNSS data

can be found on the following section.

3.5 GNSS-derived Tropospheric Delay

If the ZWD is estimated from such GNSS, the PW (precipitable water vapour) can

be calculated Schuler [2001] from the following relationship:

Q =
ZWD

PW
= 0.10200 +

1708.08

Tm

Tm = 70.29 + 0.72T◦

(3.51)

where,

Tm : mean temperature of the atmosphere (◦K),

T◦ : surface temperature (◦K).

As seen in Equation (3.51), the mean temperature is necessary to retrieve the cor-

responding PW.

One example described here is retrieval of PW from GPS and radiosonde during

the passage of a typhoon in Korea peninsula, to see how well both estimates agreed.

The example also uses an actual precipitation record. We used the empirical values

of Brevis et al. [1992] in Equation 3.51 as the mean value for the region was not

available for analysis. Mendes et al. [2000] also evaluated the weighted mean tem-
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perature for the global application.

Even if the radiosonde has a poor horizontal resolution compared to the water

vapour radiometer (WVR) in a clear sky, it still provides good vertical atmospheric

reference parameters during severe weather conditions. The total amount of the PW

can be defined by integral of ρv(z)dz , where ρv is the mass density of the water

vapour at altitude z.

To evaluate different tropospheric delays, we analyzed a severe weather event.

Figure 3.5 illustrates a typhoon, RUSA, passing over the South Korea peninsular in

summer 2002. The typhoon was one of the worst in Korean history as it took 184

lives and destroyed 9900 buildings with resulting damage estimated at a value at 6.8

billion Canadian dollars. The image is a GMS infrared satellite image. The data

sets are taken from 18 different permanent GNSS stations in Korea from August 25

to September 02. The processing is based on double differences. To get the best

possible absolute ZTDs, and to decorrelate the zenith delay and height component,

one distant station, TSKB in Japan, is incorporated into the data analysis.

Figure 3.6 illustrates the detailed track of the typhoon and approximate station

coordinates used in this research. The time of the track is referenced to UTC. Green

dots in Figure 3.6 represent the sites for radiosondes which are processed for evalu-

ating the calculated PW validation.

Figure 3.7 represents the reflectivity composite image at 15.00 hrs on August 31,

2002 local time. This image is from a few of radar observatories across Korea penin-

sula. They are: near CHJU (named DWSR90C), near TEGN (named DWSR90),

near JINJ, MKPO (DWSR90C), near SKMA (DWSR -8) and JINJ (DWSR90C).
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Figure 3.5: Infrared image taken by GMS at 18 UTC on 28 August 2002 (Courtesy:
Korea Meteorological Administration)

All of the GPS data sets which was processed are recorded based on Trimble′s SSI

GPS receivers with a data rate of 30 seconds.

Some details about the GPS processing for the retrieval of ZTD are given here.

For processing the GPS data, Bernese GNSS software was used with Bernese Pro-

cessing Engine(BPE). Once all of the station networks to be processed were formed

and cycle slips were correctly detected and repaired, the L1 and L2 ambiguities were

resolved using a stochastic ionosphere approach (namely, the quasi-ionosphere ap-

proach). After all possible ambiguities were resolved, these ambiguities were fixed

to get the final positioning solutions. Subsequently, troposphere parameters were
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Figure 3.6: The track of the typhoon, RUSA, and the GNSS stations

estimated. To evaluate and try to mitigate the imbalanced network error, a gradient

model as Equation (3.5) was set up as an additional parameter in the processing.

During data processing, IGS final SP3 orbit products were used. The tropospheric

estimation described earlier with elevation-dependent weighting was also used in the

processing.

For the processing, the recorded pressure, temperature, and radiosonde data from

the Korea Meteorological Administration (KMA) were used. Figure 3.8 represents

the pressure curves recorded at some of the GNSS stations.
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Figure 3.7: Composite reflectivity (dBZ) at 06:00 hrs on August 31, 2002 UTC
[Tachikawa et al., 2003]

Based on the above pressure curve, it is evident that the typhoon was crossing the

nation during August 31st and September 1st. From Figure 3.8, it is evident that

the track across Korea was from south to north as illustrated in Figure 3.6. During

the same period of time, torrential rain occurred.

Figure 3.9 shows the estimated PW values for station SKCH over 9 days. This

area had the heaviest rainfall during the day. It can be validated based on the actual

precipitation and the satellite image. The pink bar is the actual precipitation water

amount per hour recorded by the Korea Meteorological Agency (KMA) during that

time. The bottom panel shows the pressure in hPa. As seen in the plots, both

PW and the precipitation show strong correlation with the pressure. The observed
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Figure 3.8: Pressure profiles when the typhoon was crossing the nation

PW in Figure 3.9 is high before and during the passage of the typhoon, and then

decreases rapidly straight after its passage. During the passage of the typhoon, some

of the GPS and radiosonde data were missing and they are indicated by gaps in the

plot. The red dashed line represents when the typhoon was close to the station.

Figure 3.10 to Figure 3.14 illustrates the estimated PW values for all other stations.

As most of the radiosonde stations are not at exactly the same location as the GNSS

station, differences can be seen. Especially, for this JEJU station, the height differ-

ence for radiosonde and GNSS is around 350 m and so the corresponding pressure

and temperature need to be corrected. In this case, an exponential decay function

for pressure and constant lapse rate for temperature for the atmosphere are applied

for minimizing the height differences. After corrected, as is expected, those three

values are generally well agreed as seen from Figure 3.12.
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Figure 3.9: PW from GPS and radiosonde, real precipitation, pressure profile (upper
plot), and horizontal gradients (lower plot) for station SKCH

The atmosphere is extremely inhomogeneous when the typhoon is close. We hourly

estimated the gradient for the period from August 25th to September 2nd during

the GPS processing. Figure 3.15 and Figure 3.16 expresses those estimated total

gradients for stations JEJU and DAEJ. Black dots and red triangles represent the

estimated gradient values. Specifically, the red triangles are the estimated gradients

from August 31 to September 1 during the passage of the typhoon. As is shown, the

red triangles are slightly biased in the south eastern direction which agrees with the

location of the typhoon from the satellite image. As is proven, GNSS is very useful

and powerful tool for atmosphere science and research.
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Figure 3.10: PW from GPS and radiosonde, real precipitation, pressure profile (upper
plot), and horizontal gradients (lower plot) for station MKPO

Figure 3.11: PW from GPS and radiosonde, real precipitation, pressure profile (upper
plot), and horizontal gradients (lower plot) for station JEJU
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Figure 3.12: Height corrected for JEJU

Figure 3.13: PW from GPS and radiosonde, real precipitation, pressure profile (upper
plot), and horizontal gradients (lower plot) for station SKMA
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Figure 3.14: PW from GPS and radiosonde, real precipitation, pressure profile (upper
plot), and horizontal gradients (lower plot) for station DAEJ

Figure 3.15: Horizontal gradients estimated for station JEJU
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Figure 3.16: Horizontal gradients estimated for station DAEJ

3.6 Summary

In this chapter, the existing troposphere error mitigation models for GNSS and

a comparison between GPS-derived PW, radiosonde, PW estimates, and real pre-

cipitation, was carried out to show the importance of post-processed GNSS observ-

ables in the atmospheric research. In the next chapter, Chapter 4, the limitation

of the current troposphere mitigation approachs will be discussed and the proposed

new methodology to overcome the limitations will be discussed in detail. This new

methodology will be evaluated later in this dissertation both with post-processed

intermediate data sets from the Bernese GNSS software and with the developed

epoch-wise kinematic software platform.
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Chapter 4

Developed Methodology

This chapter describes the background of the developed combined approach for

decorrelating height and troposphere parameters in the positioning domain. Section

4.1 discusses the motivation of this method while Section 4.2 discusses the corre-

lation between the two parameters. Section 4.4 addresses details of the combined

approach. Especially, this chapter is closely linked to Chapter 5 where the detailed

mathematical background of the developed software is discussed.

4.1 Background of the Combined Approach

Atmospheric effects, including the ionosphere and the troposphere, are one of the

most significant error sources in GNSS RTK positioning and navigation. As dis-

cussed in Chapter 3, almost 90% of the total delay for the troposphere occurs in the

hydrostatic component, which varies slowly with time. This hydrostatic delay can

be easily modeled with the assumption of hydrostatic equilibrium to an accuracy

at the millimetre level [Mendes and Langley, 1995]. Unlike the hydrostatic part,

the non-hydrostatic (or wet) part has strong spatial and temporal variations. The

effects of the wet delay to the range can reach 10∼40 cm in the zenith direction.

Large residual errors in modeling can cause significant errors (additional 5 cm and
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more) in high-precision GNSS positioning applications even for a short baseline.

The different parameterizations typically recommended when estimating the tro-

posphere delay include [Rothacher and Beutler, 2002]:

• Estimation of ZTD for each station and time interval, e.g. 1∼2 hours,

• Estimation of ZTD as a stochastic parameter, e.g. as a random walk or Guass-

Markov process,

• For small networks with large height differences, representation of the ZTD cor-

rection as a function of station height as a polynomial of low degree.

The above recommended strategy is a typical method for estimating the tropo-

sphere delay for the atmospheric research and static positioning scenario. In a

kinematic scenario, however, the above strategy has many limitations. To reduce

or minimize these errors arising from poor modeling of the wet troposphere, one

possibility is to model the tropospheric refraction using a purely independent data

set without GNSS observations. Most studies on the troposphere have been focused

mainly on tropospheric delay estimation for the atmospheric sciences. These include

the atmosphere tomography for modeling the atmosphere. Meanwhile, the GNSS

positioning community has been concerned about how well the tropospheric delay

can be modeled for high-precision positioning. Some studies have focused on inde-

pendent observables (e.g., water vapour from a water vapour radiometer) to retrieve

the absolute atmospheric parameters for other stations. Another approach in mit-

igating the troposphere delay includes a ray-tracer based on a numerical weather

prediction (NWP) mode (e.g., Rapid Update Cycle 13 km (RUC13) by National

Oceanic and Atmospheric Administration (NOAA) in USA, and Global Environ-

mental Multiscale (GEM) NWP model from the Canadian Meteorological Centre of
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Environment Canada) [Cove et al., 2004; Ahn et al., 2005; Cove, 2005; Santos et al.,

2005]. For sparse areas, it gives an independent measurement of the tropospheric de-

lays. From a practical point of view, however, the ray-tracer has its limitations such

as its latency and real-time data reception. In addition, the grid spacing currently

adopted is too large to consider in a locally anomalous atmospheric condition.

The other approach is to estimate the tropospheric parameters directly using the

available GNSS data. Due to their spatial and temporal correlation characteristics,

these errors can be substantially minimized under short-baseline situations by differ-

ential techniques. However, the main issue when estimating troposphere parameters

includes that estimation of additional parameters in general weaken the solution. In

addition, the troposphere parameters are highly correlated with other parameters

such as station heights (which is discussed in the following section 4.2), receiver and

satellite clocks, and phase ambiguities.

When a strong tropospheric anomaly exists within a network, however, the dif-

ferential errors cannot be reduced to a negligible level even under short-baseline

situations. These errors can adversely affect the rover positioning solution (5 cm or

more additional errors especially on height component) and this can make the en-

tire network solutions unreliable. One of the localized anomalies could be observed

at Stennis Continuously Operating Reference Stations (CORS) in Texas, USA. The

baseline length is about 2.1 km which is short enough to eliminate the correlated

errors in the atmosphere in double difference technique. During the time when there

was a localized troposphere anomaly at 20 hours UTC (see Figure 4.1), the residu-

als reached over a half cycle, thus causing a failure to resolve ambiguities successfully.

Similar weather could be observed near San Marcos CORS stations, CSM1 and
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Figure 4.1: L1 DD residuals on Stennis CORS Stations in Texas on 21st August in
2005. The baseline length is 2.1 km [Lawrence et al., 2006]

TXSM in Texas on 11th October 2005 over a 2.7 km length baseline. During passage

of the localized storm, the GNSS RTK performance were much degraded mainly due

to wrongly fixed ambiguities, resulting in corrupting the positioning performance.

Figure 4.2 shows the L1, L2, and wide-lane DD residual for the satellite pair PRN20

and PRN25 as determined by UNB-RTK software.

A very strong localized tropospheric anomaly was also observed in Southern Texas

on August 21, 2005. Over a baseline length of around 7.8 km, the atmospheric effects

should be highly correlated and thus easily eliminated in double-differencing (DD).

However, the DD residuals of the carrier-phase measurements reached over 50 ppm

and most of the carrier-phase ambiguity resolutions on those specific periods failed

even in Bernese GNSS software (even with preprocessed and cleaned data) and cur-

rent conventional RTK platforms. We found that the errors created by mis-modeling

the troposphere are propagated into the vertical component. During this process, we

also introduced the residual zenith tropospheric delay and the horizontal gradient
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Figure 4.2: L1, L2, and wide-lane residuals on San Marcos CORS stations, TXSM
and CSM1, in Texas, observed on 11th October 2005. The baseline length is 2.7 km

parameters to estimate the rover position. We concluded that additional parameters

to decorrelate the troposphere and height could be marginally seen, e.g. Ahn et

al. [2007], but this result was from a batch solution. In a kinematic scenario where

position needs to be estimated at each epoch without preprocessing or cleaning data,

estimating more unknown parameters is not helpful in reducing the errors. The data

set for the baseline of 7.8 km with a troposphere anomaly is discussed in more detail

in Chapter 6 and Chapter 7.

The possibility of other error sources combining with the water droplets (e.g. sand

and hydrometeors) has been also examined. For example, to evaluate the sand and

dust effect on GNSS positioning, various sparse network data from a CORS network

in Texas on 24th February 2007 has been reprocessed using Bernese GNSS software

v5.0. A large dense blowing dust storm was observed across the middle of Texas mov-

96



ing into southwestern Oklahoma on that day. This phenomenon was also observed

by a Moderate Resolution Imaging Spectroradiometer (MODIS) instrument and an

image was provided by National Aeronautics and Space Administration (NASA).

However, in summary, based on our result, we concluded that the effect of sand and

dust (combined with the water droplets) could only be marginally observed for those

specific GNSS frequencies even for the very strong sand storm. One of the analysis

results for this sand storm effect is included in Figure 4.15 and Figure 4.16.

Depending on weather conditions, use of a stochastic modeling approach or para-

metric estimation approach to decorrelate or mitigate the tropospheric error for

medium length baselines has been possible. However, the case will be substantially

different when a local tropospheric anomaly exists in a network. As the residual

zenith delay of the troposphere and the height component of the positioning solu-

tions are highly dependent on the zenith angle, the problem is very challenging to

solve. In the next section, the correlation between two parameters is discussed.

4.2 Correlation between Height and Troposphere

Under extremely inhomogeneous conditions in the lower troposphere, a physical

interpretation of the troposphere may be difficult, if not impossible to determine,

resulting in certain misassumption about the parametric model. Therefore, not only

was a residual analysis of the tropospheric delay carried out, but also a new approach

to combine the zenith dependent parameters into one common parameter was devel-

oped.
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Figure 4.3: Zenith dependency for the height component

Figure 4.4: Zenith dependency for the troposphere component

Figure 4.3 and Figure 4.4 illustrate the dependency on the zenith angle for both the

height component and the residual tropospheric component [Rothacher and Beutler,

2002]. Numerically, these dependencies can be written as:

δU(z) = cos(z) · δU(0)

δT (z) =
1

cos(z)
· δT (0)

(4.1)

From Equation (4.1), the correlation between a zenith troposphere parameter and
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station height can be numerically evaluated [Rothacher and Beutler, 2002]. To make

it simple, it is assumed that one parameter for station height and troposphere pa-

rameter and/or station clock parameters for entire session is to be estimated. The

simplified zero-difference observation equation can be written like:

v = − cos(z) · δU(0) +
1

cos(z)
· δT (0)− c · δtr − (ρ− ρ◦) (4.2)

where,

v : residuals,

δU(0) : station height component,

δT (0) : troposphere parameter in zenith direction,

ρ : geometric distance between satellite and receiver,

ρ◦ : a priori value for geometric distance between satellite and receiver.

With n observations in the zenith directions zi(i = 1, . . . , n), a normal equation

matrix for Equation (4.2) can be written as:

N = HTPH

=


∑n

i cos2 zi −
∑n

i 1
∑n

i cos zi

−
∑n

i 1
∑n

i cos−2 zi
∑n

i cos−1 zi∑n
i cos zi −

∑n
i cos−1 zi 1


(4.3)

where,

N : normal equation matrix,

H : Jacobi matrix,

P : weight matrix.
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With the assumption of a homogeneous distribution of the satellites in the sky

between a minimal zenith angle zmin and a maximal zenith angle zmax, the sum∑n
i can be replaced by integrals in Equation (4.3). In addition, as the number

of observations is less at smaller zenith angles, the diagonal weight matrix P with

Pii = sin2 zi is introduced to correct this effect. Therefore, the final (but not yet

simplified) normal equation matrix can be written as:

N =


∫ zmax
zmin

sin2 z cos2 zdz −
∫ zmax
zmin

sin2 zdz
∫ zmax
zmin

sin2 cos zdz

−
∫ zmax
zmin

sin2 zdz
∫ zmax
zmin

sin2 z cos−2 zdz
∫ zmax
zmin

sin2 z cos−1 zdz∫ zmax
zmin

sin2 z cos zdz −
∫ zmax
zmin

sin2 z cos−1 zdz
∫ zmax
zmin

sin2 zdz


(4.4)

In Equation (4.4), when the station height is only estimated, the normal equa-

tion matrix is reduced to a 1×1 matrix (N11). If both the station height and

the troposphere parameter are to be estimated, it is reduced to a 2×2 matrix

(N11, N12, N21, N22). For the correlation parameter, we can simply invert the normal

equation matrix to obtain the variance-covariance matrix N−1 = Q. Equation (4.4)

can be evaluated easily from zmin = 0◦ to zmax = 85◦. Let Q be a variance-covariance

matrix for the two parameters for the height and the troposphere parameter. Then

the correlation between the height and the troposphere parameter can be written as:

corr(δH, δT ) =
Q12√

Q11

√
Q22

(4.5)

Table 4.1 represents the correlation value calculated for an equatorial station and
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polar station based on Equation (4.5).

Table 4.1: Correlation between height and troposphere delay parameter

0◦ latitude (equatorial stn.) 90◦ latitude (polar stn.)
zmin zmax corr. zmin zmax corr.

0◦ 60◦ +0.93 45◦ 60◦ +0.98
0◦ 65◦ +0.90 45◦ 65◦ +0.96
0◦ 70◦ +0.85 45◦ 70◦ +0.92
0◦ 75◦ +0.78 45◦ 75◦ +0.86
0◦ 80◦ +0.67 45◦ 80◦ +0.75
0◦ 85◦ +0.50 45◦ 85◦ +0.57

For equatorial stations, a homogenous satellite distribution from the horizon to the

zenith was assumed. For the polar station, satellites may only be observed below

about zmin = 45◦ because of the inclination of 55◦ of GPS satellites. As seen from

Table 4.1, a strong correlation between the station height and troposphere parame-

ter is evident. When the elevation mask angle is decreased, significant decorrelation

occurs which can lead to an improved solution. However, increased multipath effect

may occur and additionally larger phase centre variations may occur that can cor-

rupt the positioning solution. Once the receiver clock parameters are included in the

estimates, the correlation gets worse.

Regarding the troposphere on GNSS, as described in chapter 1, the troposphere pa-

rameters must be determined whenever possible, and for long observation sessions,

the troposphere parameters are usually estimated every 1∼2 hours [Hugentobler,

2005]. To achieve reliable troposphere delay estimates, a continuous piece-wise lin-

ear function (CPLF) has been typically used.
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4.3 Piece-Wise Linear Parameters for the Tropo-

sphere Delay

For the troposphere delay estimation, a continuous piece-wise linear function

(CPLF) which represents a polygon in time is typically used, e.g. Bernese GNSS

software [Hugentobler et al., 2005]. This parameterization is also used in other geode-

tic software including OCCAM, VieVS (Vienna VLBI software) [Boehm and Schuh,

2004; Titov et al., 2004; Teke, 2011].

A piece-wise linear parameter x is modelled in each particular interval [t1, t2] by a

linear function. Figure 4.5 represents modelling of time dependent CPLF.

Figure 4.5: Modelling of the time-dependent CPLF

Any parameter offset with the CPLF can be formulated as:

x = x1 +
t− t1
t2 − t1

(x2 − x1) (4.6)
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where x1 and x2 are offsets estimated in integer hour or fractions of integer hours.

The tropospheric delay estimates are based on the offset function as:

τ(t) = mw(t)

[
x1 +

t− t1
t2 − t1

(x2 − x1)

]
(4.7)

where,

τ(t) : zenith wet delay,

mw(t) : wet mapping function at epoch t which is between epoch t1 and t2.

The partial derivatives of Equation (4.7) with respect to x1 and x2 (zenith wet

delay) are:

δτ(t)

δx1

= mw(t)

[
1− t− t1

t2 − t1
(x2 − x1)

]
δτ(t)

δx2

= mw(t)

(
t− t1
t2 − t1

) (4.8)

Equation (4.8) provides the optimal solution in estimating the troposphere delay

only if sufficient time intervals such as at least 1∼2 hours are given. Parameters such

as the Earth Orientation Parameters, clock offsets etc. can be also estimated using

this CPLF in a similar way. The troposphere estimates from GPS data illustrated

in Figure 3.9 to Figure 3.16 are based on this CPLF.

For this research, smaller time interval than one hour have also evaluated when es-

timating the troposphere delay with the CPLF in Bernese GNSS software, and that

confirmed that it has worsened the entire positioning solution. Based on a number

of tests, the troposphere delay parameter estimation was found to be problematic
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if kinematic measurements are processed where the receiver coordinates have to be

estimated at every epoch. Some experimental results with different intervals are

discussed in Section 7.1.1. Different parameterizations can be found from Figure 7.1

to Figure 7.6.

Previous research (e.g. Ahn et al. [2007]) also investigated the use of additional

tropospheric parameters such as residual zenith tropospheric delay and horizontal

gradient parameters. Although the method was successful in reducing the tropo-

spheric residuals to some extent, and thus resulted in an improvement in the solu-

tion domain, this approach has two main limitations for practical aspects. First, the

additional parameters may degrade the entire positioning solution in the estimation

process due to redundancy and inter-correlation of parameters. Second, an arbi-

trary choice of the parametric spacing for the residual troposphere or the gradient

estimation is not practical in a kinematic scenario. In a kinematic case with lim-

ited observation periods, introducing more parameters may make the entire solution

worse.

As stated earlier, even for a short baseline, imbalanced atmospheric errors are

shown to have a severe impact on rover positioning solutions, resulting in a worsen-

ing of the quality of the positioning solutions (5 cm and more coordinate fluctuation

on the height component). A potential explanation is that under extremely inho-

mogeneous conditions in the lower troposphere, a physical interpretation may be

difficult, if not impossible to evaluate, resulting in certain mis-assumption about the

parametric model. Therefore, not only was a residual analysis of the tropospheric

delay carried out, but also, a new approach has to be established to solve the tro-

posphere mitigation in the kinematic situation. This is discussed in detail in next

Section 4.4 which is a new approach to combine zenith dependent parameters into
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one common parameter.

In order to introduce our new weighting approach, the general mathematical back-

ground is discussed in next section. Under short baselines, the residual effects of

the ionosphere and troposphere are typically insignificant. As we are dealing with a

strong anomaly effect in the lower troposphere, only the residual tropospheric term

(without the assumption of atmospheric azimuthal asymmetry and use of gradient

estimation) is included. To evaluate the proposed combined method, the epoch-

wise kinematic software was developed for testing different baseline datasets and the

details of the test-bed software are discussed in Chapter 5.

4.4 Combined De-Correlation Approach

As described in Section 4.2, the troposphere parameter and height are highly cor-

related. To try to de-correlate those two parameters, the combined de-correlation

approach is introduced. Kim and Langley [2008] also described this approach and

performed the feasibility test in their RTK platform in terms of compatibility, con-

trollability, singularity, and redundancy with real data and simulated data sets. The

methodology is described here.

To make the problem simpler, let assume that the GNSS signals is experiencing

the effect of the troposphere only. Then, the single difference (SD) observables in

relative positioning which is fully described in Equation (5.6), can be written like:

ϕpkm(t)−Np
km + fpL1δtkm(t) =

1

λL1

ρpkm(t) +
fL1

c
δT pkm(t) (4.9)

where,

λL1: L1 wavelength (metres),
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ϕpkm: SD phase observables (cycles): superscripts p stands for the satellite, and

subscripts m and k for the receivers,

Np
km: SD integer carrier phase ambiguities (cycles),

ρpkm: SD geometric range (metres),

δT pkm: SD slant tropospheric delay (meters).

Once the geometric term is expanded,

ρpm = ρpm0

− Xp(t)−Xm0(t)

ρpm0

∆Xm −
Y p(t)− Ym0(t)

ρpm0

∆Ym −
Zp(t)− Zm0(t)

ρpm0

∆Zm

(4.10)

ρpk = ρpk0

− Xp(t)−Xk0(t)

ρpk0

∆Xk −
Y p(t)− Yk0(t)

ρpk0

∆Yk −
Zp(t)− Zk0(t)

ρpk0

∆Zk

(4.11)

where,

ρpk : geometrical distance between satellite(p) and a receiver(k),

Xp,Y p,Zp: satellite (p) positions in Earth-centered Earth-fixed (ECEF) coordinate

system (metres),

Xk0,Yk0,Zk0: approximate receiver (k) positions in ECEF coordinate system (me-

tres),

∆Xk,∆Yk,∆Zk: receiver (k) position increments (metres).

Therefore, the SD geometric range can be written as:
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ρpk − ρ
p
m = ρpk0 − ρ

p
m0

− Xp(t)−Xk0(t)

ρpk0

∆Xk +
Xp(t)−Xm0(t)

ρpm0

∆Xm

− Y p(t)− Yk0(t)

ρpk0

∆Yk +
Y p(t)− Ym0(t)

ρpm0

∆Ym

− Zp(t)− Zk0(t)

ρpk0

∆Zk +
Zp(t)− Zm0(t)

ρpm0

∆Zm

(4.12)

If the base station coordinates are known precisely, ∆Xm = ∆Ym = ∆Zm ≡ 0,

then

ρpk − ρ
p
m =

+ ρpk0 − ρ
p
m0

− Xp(t)−Xk0(t)

ρpk0

∆Xk −
Y p(t)− Yk0(t)

ρpk0

∆Yk −
Zp(t)− Zk0(t)

ρpk0

∆Zk

(4.13)

Therefore, Equation (4.9) can be written as follows:

λL1ϕ
p
km(t)− λL1N

p
km + λL1f

p
L1δtkm(t)− ρpk0 − ρ

p
m0 − δT

p
dry,km(t) =

− Xp(t)−Xk0(t)

ρpk0

∆Xk −
Y p(t)− Yk0(t)

ρpk0

∆Yk −
Zp(t)− Zk0(t)

ρpk0

∆Zk

+mp
kmτkm(t)

(4.14)

where,

δT pkm(t) = δT pdry,km(t) +mp
kmτkm(t),
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δT pdry,km(t) : SD slant hydrostatic delay,

τkm(t) : SD wet zenith delay.

Assuming that the carrier phase ambiguities are correctly resolved and accurate

meteorological data are available at a reference station and a rover, we will have a

reduced DD carrier-phase observation model for short-baseline applications as:

λL1ϕ
pq
km(t)− λL1N

pq
km − ρ

pq
km − δT

pq
dry,km

= hpqx ∆Xk + hpqy ∆Yk + hpqz ∆Zk +mpq
k (t)τkm(t) + εpqkm,err

(4.15)

where,

hpqx = −X
q(t)−Xk0

ρqk0(t)
+
Xp(t)−Xk0

ρpk0(t)

hpqy = −Y
q(t)− Yk0
ρqk0(t)

+
Y p(t)− Yk0
ρpk0(t)

hpqz = −Z
q(t)− Zk0
ρqk0(t)

+
Zp(t)− Zk0
ρpk0(t)

(4.16)

where,

λL1: L1 wavelength (metres),

ϕpqkm: DD phase observables (cycles): superscripts p and q stands for the satellites,

and subscripts m and k for the receivers,

Npq
km: DD integer carrier phase ambiguities (cycles),

ρpqkm: DD geometric range (metres),

δT pqdry,km: DD slant hydrostatic (or dry) delay (meters),

Xq,Y q,Zq: satellite positions in Earth-centered Earth-fixed (ECEF) coordinate

system (metres),

Xk0,Yk0,Zk0: approximate receiver positions in ECEF coordinate system (metres),
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∆Xk,∆Yk,∆Zk: receiver position increments (metres),

mpq
km: DD non-hydrostatic (or wet) mapping coefficient at the receiver k (unitless),

τkm: relative wet zenith delay (metres),

εpqmk,err : residual errors (e.g., receiver system noise).

Under short baselines, the residual effects of the ionosphere and troposphere are

typically insignificant. As we are dealing with a strong anomaly effect in the lower

troposphere, the residual tropspheric term (without the assumption of atmospheric

azimuthal asymmetry and use of gradient estimation) is included in order to have a

more representative equation. Equation (4.15) can be expressed as follows:

L = Hx+mτ + e e = N(0, QL) (4.17)

L = λL1ϕ
pq
km(t)− λL1N

pq
km − ρ

pq
km − δT

pq
dry,km

H = [hx hy hz]

x = [∆Xk ∆Yk ∆Zk]
T

(4.18)

Note that e is a normally distributed random vector with expected value of 0 and

variance-covariance QL.

In order to analyze the common zenith dependent parameters (that is, the vertical

component of the receiver′s position and the wet zenith delay), the local geodetic

coordinate system is introduced. The axes n and e span the local geodetic horizon

which is perpendicular to the ellipsoidal normal through the surface of point P as

illustrated in Figure 4.6. In Figure 4.6, n and e point north and east, and u coincides
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with the ellipsoidal normal with the positive end upward of the ellipsoid [Leick, 2004].

Figure 4.6: Local geodetic coordinate system

The relationship between the local geodetic coordinate system and the geocentric

system is as follows:

x = R−1n

R =


− sinϕ cosλ − sinϕ sinλ cosϕ

− sinλ cosλ 0

cosϕ cosλ cosϕ sinλ sinϕ


n = [∆n ∆e ∆u]T

(4.19)

where R is the rotation matrix and n is a vector of the position component incre-
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ments in local geodetic system. Given the latitude and longitude of the receiver, the

geocentric coordinate system can be easily transformed to the local geodetic system

based on Equation (4.19). Equation (4.17) can be now rewritten as a sub-matrix

forms as follows:

L = Gn+mτ + e

=

[
gn ge

]∆n

∆e

+

[
gu m

]∆u

τ

+ e

G = HR−1

(4.20)

Equation (4.20) gives a straightforward interpretation of the vertical increment ∆u

and the wet zenith delay τ . Figure 4.7 shows the relationship between the vertical

component of the design matrix gu and the Niell′s wet mapping function coefficient

m for each satellite. As illustrated in Figure 4.7, they are correlated with each other,

especially at high elevation angles. For comparison purpose, we used negative Niell′

wet mapping coefficients at the right-side y-axis in Figure 4.7. The functional re-

lationship between the two coefficients is illustrated in Figure 4.8. As implied in

Figure 4.8, the two parameters (the vertical increment and the wet zenith delay) will

have strong correlation at high elevation angles. On the other hand, their correlation

becomes weaker at lower elevation angles.

The challenge to be overcome in this dissertation is to break-up the correlation

between the two parameters (the vertical increment and the wet zenith delay). Even

if they have a functional relationship with each other, the two parameters cannot be

easily combined into one single parameter and it is probably impossible to have a

linearized form. Therefore, we follow a numerical approach to solve the correlation
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Figure 4.7: Relationship between the vertical component gu and the Niell′s wet
mapping coefficient m

problem. By introducing the new parameters, α and ζ as illustrated in Figure 4.9,

the two parameters can be combined as follows:

gu∆u+mτ = [αgu + (1− α)m] ζ (4.21)

where,

α =
∆u

∆u+ τ
ζ = (∆u+ τ) (4.22)

The parameter α represents the ratio between the vertical component increment

and ζ. Typically, α has the value 0 < α ≤ 1 if controlled. By changing the value of
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Figure 4.8: Functional relationship between the vertical component gu and the Niell′s
wet mapping coefficient m

α, we can adjust the weight of the two parameters. By changing the α from 0 to 1

with a step size of 0.01, we can find the best positioning solution among 100 different

solutions, for example. In Figure 4.10, there is a point which minimizes the weighted

sum of the squared residuals. Choosing a different α will give a different solution

(e.g. much worse or much better) as they weigh differently the vertical component

of the design matrix gu and the Niell′s wet mapping function coefficient m.

From background research in case of a static scenario, once α, the weighting pa-

rameter, is properly selected, the positioning is dramatically enhanced. A different α

represents that it is giving a different solution as the vertical component of the design

matrix gu and the Niell′s wet mapping function coefficient m are weighted differently.

One difficult issue to be solved, however, is how to determine the weighing parame-

ter, α, in a real practical way in a kinematic situation. The height estimates ∆u, can
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Figure 4.9: Geometric representation for ζ = ∆u+ τ

be initially estimated in a normal cartesian coordinate system with a certain preci-

sion. Once the cartesian position estimates are determined and transformed to local

coordinate system, then ∆u can be assumed to be known with a certain precision.

Thereafter, with a recursive algorithm, subsequent but better ∆u can be determined

using the proposed weighting scheme when the troposphere is problematic. The level

of the contribution for the troposphere ∆τ in the weighting parameter can be sub-

sequently identified in the solution domain.

4.5 Residual Analysis

DD residuals can be separated from non-dispersive and dispersive medium and their

corresponding magnitudes can be determined. Once the integer or float ambiguities
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Figure 4.10: Weighted sum of the squared residual corresponding to α from 0 to 1
with a step size of 0.01. This is a single epoch example

are determined, the residuals for L1 or L2 can be generated by the following equations

originally proposed by Lawrence et al. [2006]:

γpqkmλ =
δT p − δT q

λkmλ
− (δIp − δIq)λkmλ +

Mpq
kmλ

+W pq
kmλ

λkmλ
(4.23)

γpqkmλ = Φp
kmλ
− Φq

kmλ

Φi
kmλ

= ϕikmλ −
∆r

λkmλ
−Nkmλ

Mpq
kmλ

=
Mp

kmλ
−M q

kmλ

λkmλ

W pq
kmλ

=
W p
kmλ
−W q

kmλ

λkmλ
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where,

λ : a frequency either L1 or L2,

N i
kmλ

: the double-difference cycle ambiguity for satellite i and frequency k relative

to the reference satellite r for baseline k and m,

γpqkmλ : the double-difference phase residual between satellites p and q,

ϕikmλ : the single-difference carrier-phase measurement for satellite i on frequency

λ (in units of cycles),

λkmλ : the wavelength of frequency λ,

∆r : the differential distance to the satellite,

δT i : the differential troposphere delay for satellite i,

δI iλkmλ : the differential ionosphere group delay at frequency k,

M i
kmλ

: the differential carrier multipath error for satellite i and frequency k,

W i
kmλ

: the differential receiver noise error for satellite i and frequency k.

Equation (4.23) shows that there is a fixed ratio between the contribution of the

troposphere to the γpqkm2
and γpqkm1

residuals. Also, there is a fixed ratio between the

contributions of the ionosphere to those residuals. When we choose γpqkm2
as the y-

axis and γpqkm1
as the x-axis, then the troposphere contribution is given by the slope

of λ1/λ2. Also, in a similar way, the ionosphere can be given by λ2/λ1. The DD

residuals for both L1 and L2 which can separate the contribution of DD troposphere

into the DD ionosphere delay. An example can be seen from Figure 4.16. The only

assumption behind this identification method is that the slope of λ1/λ2 purely fol-

lows the troposphere signature which may not be true under all actual environments

due to many other effects, such as multipath, and phase centre offset variations.

Figure 4.11 represents the geometry of the residuals of L1 and L2.

Once the DD residual is determined at each epoch, it can be either within the
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identification boundary for the troposphere, θ2−7◦ < P < θ2 +7◦ and π+(θ2−7◦) <

P < π + (θ2 + 7◦) or outside the boundary limit.

Figure 4.11: Identification of the contribution

The magnitude and the angle can be calculated based on the DD residual from

the following relationships:

Pmag =

√(
γpqkm2

)2
+
(
γpqkm1

)2

θP = arctan
(
γpqkm2

/γpqkm1

) (4.24)

4.5.1 Troposphere Error Signature from Residual Analysis

Figure 4.12 represents the identification and magnitude of a pair of satellites, PRN

19-27, during the tropospheric anomaly based on the residual analysis, as an exam-
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ple. Actual troposphere error signature plots for both L1 and L2 frequency such as

an identification plot similar to Figure 4.11 can be found in Figure 4.16 or in Chapter

7 from a few baselines evaluated.

Figure 4.12: Identification of the contribution and magnitude in terms of ppm (in
y-axis) for an example pair, PRN19-27

The magnitude of residuals in Equation (4.24) can be transformed in terms of

ppm (part per million) of the baseline length. Figure 4.12 represents a transformed

magnitude of a tropospheric anomaly as an example. The top panel in Figure 4.12

represents the magnitude of actual residuals of L1 in terms of ppm versus elapsed

time in seconds, and the middle panel represents the troposphere signature based on

the L1 and L2 residual analysis described above. The lower panel is the ionosphere

signature. Some of the missing points are not within the boundary limit (as described

in Figure 4.11) which is not from either the troposphere or from the ionosphere. It

clearly shows that most of the residuals follow by the tropospheric contribution line
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in this case and the magnitude in the slant range reached almost up to 100 ppm levels.

As is expected, the residuals agree well with the DD tropospheric signature. Dur-

ing the anomaly, almost all other satellite pairs also showed similar patterns. At

every epoch, the residual analysis can be performed to determine the magnitude of

the troposphere. Once the magnitude over the 20 ppm level is found in the slant

range and retrieved into the zenith direction, its value has been applied to deter-

mine the weighting parameter. The benefit of using this methodology is that, as

each satellite pair is examined to determine the weighting parameter in a different

direction, it already contains the tropospheric gradient information.

4.5.2 Ionosphere Error Signature from Residual Analysis

In high-accuracy geodetic applications of GNSS, time variable tropospheric prop-

agation delay limits the performance of positioning. Previous research on the tropo-

sphere focused mainly on the mitigation of tropospheric delay under long baseline

situations. However, a local tropospheric anomaly can also severely degrade the per-

formance of kinematic positioning even under short-baseline situations; this can be

a potential major issue for local surveyors.

The propagation of electromagnetic waves were found by Oguchi [1983] to be po-

tentially affected by rain drop and dust (the amount getting a function of their size)

in terms of attenuation, de-polarization and noise, including (but may not be limited

to) millimetre waves. Many researchers have tried to identify the effect on a scope

of applications mostly from the ideal experimental situation such as Comparetto

[1993]. To quantify the impact on a GNSS survey associated with signal attenua-

tion through dust, foliage, rain, cable, and other materials in many situation is a
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challenging task. One example shown in this section is the verification of the error

signature identification method based on the method described in section 4.5.

Figure 4.13: MODIS RGB satellite image (Courtesy: NOAA/NASA)

To evaluate the identification method of the residual contribution either tropo-

sphere or ionosphere as described in Equation (4.23), data during a sand storm were

processed as well. During the sand storm, typically the air is known to become

dry and therefore the signature of the troposphere can be more easily differentiated

from any other effects. The dust storm data in Texas, USA on Feb. 24, 2007 were

processed to investigate this. Figure 4.13 shows the MODIS RGB satellite image. It

shows a large dense blowing dust cloud across the middle of Texas and moving into

southwestern Oklahoma. The yellow arrows near the bottom right in Figure 4.13

show the area of dust coverage, revealing that the sand storm has covered nearly

half of the State of Texas.

Figure 4.14 represents the stations used to obtain the required data. To identify

the residual signature, the data were processed with Bernese GNSS software. The
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Figure 4.14: Network diagram during sand storm

station IDs are TXAB, TXBS and TXCH. The distance between TXAB and TXCH

was 354 km. For the processing, the quasi-ionosphere was chosen as a methodology

[Hugentobler et al., 2005]. After pre-processing the data and solving for the ambigu-

ities, the final post-processed kinematic position (PPK) results shown in Figure 4.15

were obtained. As the baseline length was over 300 km, the PPK positioning result

obtained was cm level accuracy which is very reasonable.

The corresponding residuals in both L1 and L2 for the baseline TXAB-TXBS was

calculated and is illustrated in Figure 4.16. From Figure 4.16, one can clearly see the

signature of the troposphere and ionosphere from DD residual analysis. As expected,

the residuals are mainly followed by the ionosphere signature line (or any other ef-

fect rather than the troposphere signature line) during the sand storm. Compared
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Figure 4.15: PPK solution with Quasi ionospheric-free combination during sand
storm

Figure 4.16: Residual plots for L1 and L2 during a sand storm
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to the ionosphere line, this strongly suggests that the troposphere model applied to

the correction on the data processing were found relatively more precise than other

prominent error sources including the ionosphere errors or any other frequency de-

pendent component.

Although it is known that microwave wave bands affects to levels of signal atten-

uation (e.g. Musa and Bashir [2013]), I could not prove here if this specific sand

storm largely affected on GNSS signals or not, and could not quantify the amount

of the effect. It needs to be further investigated. However, based on this test and

results, in order to improve the solution, it is clear that the elaborated ionosphere

model or a different ionosphere model or the frequency dependent effects must be

employed rather than using a different troposphere model in this specific case. As

the baseline length is extended, the de-correlated errors due to the atmosphere are

more difficult to resolve. Figure 4.16 was the best solution for the data that could be

obtained from processing using many different options in the Bernese GNSS software.

4.6 Summary

The correlation between the height and the troposphere has been discussed in

this chapter. To overcome, the limitation of the current troposphere mitigation

approach during the troposphere anomaly even for a short baseline, a new developed

methodology has been derived and described in detail in Chapter 4. To evaluate

the methodology in a kinematic scenario, a test-bed relative positioning software

has been developed. Chapter 5 will discuss the mathematical background of the

developed epoch-wise relative positioning software.
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Chapter 5

Test-Bed Relative Positioning

Software

In order to test the developed combined approach that is described in Chapter 4,

a relative positioning software was developed. This chapter describes some details

of the software regarding the functional model and epoch-wise least square approach

and error handling for the developed positioning system. The combined approach

described in Chapter 4 in several baselines is tested with this software platform.

5.1 Observational Equation

As described in Chapter 2, there are two fundamental GNSS observables. One

is the pseudorange (or code) and the other is the phase. The phase observables of

either L1 or L2 frequency are based on the difference between the received satellite

phase and the receiver′s internal phase replica by an oscillator. The only observables

in this case are the accumulated phase differences.

In a conventional survey, we use the distance measurement unit (EDM) or total

station (TS) unit to determine the mm-level distances between the unit and targets
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on nearby control points. It uses the same fundamental principle in a satellite survey-

ing. The observables from the conventional survey units are, however, unambiguous

as the EDM it transmits at a number of different wavelengths to the target(s). With

this unique method, the EDM or TS can identify the number of integer cycles (or

ambiguities) to the object and thus it can accurately determine the total distance.

In a satellite surveying, it is unlikely because the distance between the receiver

and the satellite is too large to use numerous signals like the conventional surveying

EDM or TS instrument. Therefore, unlike code observables, the phase observables

are alway ambiguous, although it is 100 times more precise than the code observables.

The phase equation in Equation (2.1) in the case of L1, in terms of cycles, and

code observables, can be rewritten as:

ϕpk,L1(t)8 =
fL1

c
ρpk,L1(t)− fL1

[
1−

ρ̇pk,L1(t)

c

]
δtk + fL1δt

p

+Np
k,L1(1) +

ap

c
ρpk,L1(t)− δIpk,L1(t) +

fL1

c
δT pk (t)

+ (δtk,sys(t) + δρmul + δtpsys(t) + εerr)

(5.1)

P p
k (t) = ρpk(t)−

[
1− ρ̇pk(t)

c

]
δtk + cδtp

+ δIpk(t) + δT pk (t) + (δtk,sys(t) + δρmul + δtpsys(t) + εerr)

(5.2)

where,

ϕpk,L1(t) : phase observables between satellite(p) and receiver(k) for L1,

8This equation includes all possible error sources that can be considered; similar to Leick [2004]

125



ρpk,L1(t) : geometrical distance between satellite(p) and a receiver(k) for L1,

c : speed of light in vacuum,

δtk : station clock correction,

δtk,sys : delays in receiver and its antenna,

δtp : satellite clock correction due to satellite clock error,

δtpsys : delays in satellite and its antenna,

δT : tropospheric delay,

δI : ionospheric delay,

δρrel : relativistic corrections due to special and general relativity,

δρmul : multipath,

fL1 : frequency of the GPS signal (L1),

Np
k : integer ambiguity,

ap: satellite frequency offset,

ρ̇pk,L1(t): topocentric range rate,

L1, k, p: subscript (L1, k) and superscript (p) denote frequency IDs, receiver ID

and satellite ID,

εerr : other remaining measurement errors.

As the ionosphere is a dispersive medium (which means that it acts differently at

different GNSS frequencies), the following relationship can be made:

δIpk,C/A,m(t) = −δIpk,L1,m(t) = − c

fL1

δIpk,L1,c(t)

δIpk,P2,m(t) = −δIpk,L2,m(t) = − c

fL2

δIpk,L2,c(t)

(5.3)

where the subscript m and c represents in the units of metres or cycles. C/A de-

notes coarse/acquisition code which is transmitted on the L1 carrier frequency. P2
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means precision code transmitted on the L2 carrier.

The relationship in Equation (5.3) leads to:

δIpk,C/A,m(t)

δIpk,P2,m(t)
=
f 2
L2

f 2
L1

,
δIpk,L1,c(t)

δIpk,L2,c(t)
=
fL2

fL1

(5.4)

Therefore, Equation (5.1) for the L2 frequency can be written as:

ϕpk,L2(t) =
fL2

c
ρpk,L2(t)− fL2

[
1−

ρ̇pk,L2(t)

c

]
δtk + fL2δt

p

+Np
k,L2(1) +

ap

c
ρpk,L2(t)− f 2

L1

cf 2
L2

δIpk,L2(t) +
fL2

c
δT pk (t)

+ (δtk,sys(t) + δρmul + δtpsys(t) + εerr)

(5.5)

The phase and code equation in Equation (5.1), Equation (5.2) and Equation (5.5)

are the basic functional models for each observables.

There have been many different positioning algorithms developed over decades

that can generally be divided in two main categories. One is relative positioning and

the other is precise point positioning.

In relative positioning, there are the single difference (SD), the double difference

(DD) and triple difference (TD) observables that can be formulated from baseline

stations. If two receivers k and m receive the observables from a satellite p, one can

write the difference between two observables for the same satellite p as follows [Leick,

2004]:
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ϕpkm(t) ≡ ϕpk(t)− ϕ
p
m(t)

=
f

c
[ρpk(t)− ρ

p
m(t)] +

ap

c
[ρpk(t)− ρ

p
m(t)]

+
f

c
[ρ̇pk(t)δtk − ρ̇

p
m(t)δtm]− f(δtk − δtm) +Np

km(1)

+ δIpkm,ϕ(t) +
f

c
δT pkm(t) + δtkm,sys,ϕ(t) + δρpkm,mul,ϕ(t) + εpkm,err,ϕ

(5.6)

where,

Np
km(1) = Np

k (1)−Np
m(1),

δIpkm,ϕ(t) = δIpk,ϕ(t)− δIpm,ϕ(t),

δT pkm(t) = δT pk (t)− δT pm(t),

δtkm,sys,ϕ(t) = δtk,sys,ϕ(t)− δtm,sys,ϕ(t),

δρpkm,mul,ϕ(t) = δρpk,mul,ϕ(t)− δρpm,mul,ϕ(t),

εpkm,err,ϕ = εpk,err,ϕ − εpm,err,ϕ,

ϕ: the subscript represents that it is dependent on the frequency used.

ϕpqkm(t) ≡ ϕpkm(t)− ϕqkm(t)

=
f

c
[ρpk(t)− ρ

p
m(t)]− f

c
[ρqk(t)− ρ

q
m(t)]

+
ap

c
[ρpk(t)− ρ

p
m(t)]− ap

c
[ρqk(t)− ρ

q
m(t)]

+
f

c
[ρ̇pk(t)δtk − ρ̇

p
m(t)δtm]− f

c
[ρ̇qk(t)δtm − ρ̇

q
m(t)δtm]

+Npq
km(1) + δIpqkm,ϕ(t) +

f

c
δT pqkm(t) + δρpqkm,mul,ϕ(t) + εpqkm,err,ϕ

(5.7)

Figure 5.1 illustrates the details of each differencing technique. For the single

difference, reference station m and rover station k is the received signals from the

satellite j at time t1. For the double difference, reference station m and rover sta-

128



Figure 5.1: Differencing scheme in relative positioning

tion k receives signals from satellites j and k. Two individual single differences are

subtracted from each other to obtain the double difference observables as in Equa-

tion (5.7). Based on this method, the most problematic common receiver errors are

additionally eliminated (or at least minimized), but there is still the double difference

ambiguity to consider.

In Equation (5.7),

Npq
km(1) = Np

km(1)−N q
km(1),

δIpqkm,ϕ(t) = δIpkm,ϕ(t)− δIqkm,ϕ(t),

δT pqkm(t) = δT pkm(t)− δT qkm(t),

δρpqkm,mul,ϕ(t) = δρpkm,mul,ϕ(t)− δρqkm,mul,ϕ(t),

εpqkm,err,ϕ = εpkm,err,ϕ − ε
q
km,err,ϕ

The triple difference is an ambiguity free observables. This observable is espe-
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cially useful for determining an initial position estimate or evaluating the cycle slip.

Two DD observables at different time at t1 and t2 can be subtracted to obtain TD

observables. TD observable looks like:

ϕpqkm(t2, t1) = ϕpqkm(t2)− ϕpqkm(t1)

= [ϕpkm(t2)− ϕqkm(t2)]− [ϕpkm(t1)− ϕqkm(t1)]

= [ϕpkm(t2)− ϕpkm(t1)]− [ϕqkm(t2)− ϕqkm(t1)]

= [ϕpk(t2)− ϕpm(t2)]− [ϕpk(t1)− ϕpm(t1)]

− [ϕqk(t2)− ϕqm(t2)]− [ϕqk(t1)− ϕqm(t1)]

(5.8)

There are many linear combinations available between the observables. More sig-

nals from GNSS modernization means more possibility to make different combina-

tions, but each has their own strength and weakness. As discussed in Chapter 2,

the first order ionosphere can usually be eliminated using ionosphere-free linear com-

bination. Assuming the ambiguity for both the L1 and L2 frequency are correctly

solved for two corresponding epochs, when subtracted from each other, there is no

ambiguity term. This geometry-free combination provides an excellent tool to detect

cycle slips, especially if the Melbourne-Wübbena linear combination is used. The

dual frequency linear combination, in general, can be written like:

ϕη,γ ∼= ηϕ+ γϕ (5.9)

Then, Equation (5.1) and Equation (5.5) can be written like:
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ϕpη,γ(t) =
1

λη,γ

(
ρpk,L1(t)−

[
1−

ρ̇pk,L1(t)

c

]
cδtk + cδtp + δT pk (t)

)
+

η

λL1

(δtk,sys,L1(t) + δρmul,L1 + δtpsys,L1(t) + εerr,L1)

+
γ

λL2

(δtk,sys,L2(t) + δρmul,L2 + δtpsys,L2(t) + εerr,L2)

+ c
η

λ2
L1

apρpp,L1(t) + c
γ

λ2
L2

apρpp,L2(t)

− δI

c

(
ηfL2 + γfL1

fL1fL2

)
+ ηNL1 + γNL2

(5.10)

where,

ϕpη,γ(t) ≡
(

λL1λL2

ηλL2 + γλL1

)
(5.11)

Table 5.1: Linear combination (LC) of phase measurements

LC η γ Wavelength
Iono.
delay

Error Amp.
(by L1)

Error
(cm)

L1 1 0
c

fL1

∼19cm 1.0 1 0.3

L2 0 1
c

fL2

∼24.4cm
fL1

fL2

∼1.6 1 0.3

WL 1 -1
c

fL1 − fL2

∼86.2cm
fL1 − fL2

fL2

∼1.3
√

2 1.7

NL 1 1
c

fL1 + fL2

∼10.7cm
fL1 + fL2

fL2

∼1.3
√

2 1.7

IF 1 −fL2

fL1

10.7cm 0 1.27 0.9

Table 5.1 represents a number of linear combination which are typically used for

resolving the carrier phase integer ambiguity (e.g. WL) and for eliminating the first

order ionosphere effect (e.g. IF). The ambiguity resolution is described in section 5.4.
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5.2 Linear Least-Squares Approach

All the various parameter types contained in the observation equation in Equa-

tion (5.10) can be determined from GNSS (code or phase) using the method of least

squares. In a least squares adjustment,

l̂ = Ψ(x̂)

= L+ v

= Ψ(x◦) +Hx

(5.12)

where,

Ψ : Model function (mathematical relationship between observations and param-

eters; observation equation),

l̂ : Column matrix of adjusted observations,

L : Column matrix of observations,

x̂ : Estimated parameters,

x◦ : A priori values of parameters,

x : Improvements to the a priori parameter values,

v : residuals,

H : Jacobi matrix of partial derivatives.

Therefore,

v = Hx− (L−Ψ(x◦))

= Hx− l
(5.13)
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with

x̂ = x◦ + x

l = L−Ψ(x◦)

(5.14)

where,

l : Column matrix of ′observed-computed′ (O-C),

The Jacobian matrix A is defined by

H =

(
∂Ψ(x̂)

∂(x̂)

)
(5.15)

The stochastic model of the observation is given by the covariance matrix

Kl = σ2
◦Ql = σ2

◦P
−1 (5.16)

where,

σ2
◦ : A priori variance of the observations,

Ql : cofactor matrix,

P : weight matrix of the observations.

The solution of the linear system of equations in Equation (5.13) follows from the

least square condition:

vTPv = min. (5.17)
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and we obtain the followings,

x =
(
HTPH

)−1
HTPl = Qlb (5.18)

where,

Q−1
x = N = HTPH

b = HTPl

(5.19)

where,

Qx : cofactor matrix of the parameters,

N : normal equations matrix.

The a posteriori rms m◦ is computed by,

m◦ =

√
(vTPv)

n− u
=

√
(lTPl − xT b)

n− u
(5.20)

where,

n : number of observations,

u : number of unknown parameters.

The covariance matrix of the parameter will be

Kx = m◦Qx (5.21)
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5.3 Cycle Slips

Cycle slips occur when the receiver experiences a sudden loss-of-lock in the carrier

tracking loop. This could be due to a number of reasons; especially due to obstruction

from trees, cars, buildings, or because of a low signal-to-noise ratio. This will result

in discontinuities and jumps of the integer of the measured cycles. There are many

different ways to detect and repair cycle slips. As the cycle slips are integer jumps,

the identification and repair can be performed either from only a single receiver′s

data only or a pair of receivers (which is typically achieved by checking residuals

from a triple differencing (TD) solution). Even though the software designed here

is relative positioning software, the methodology to detect and repair cycle slips is

primarily based on a single receiver′s data. After successfully fixing the cycle slips,

the continuity of the observation data is checked again with the geometry-free ob-

servables to confirm whether the software repaired the cycle slips well or not.

The mathematical background behind the cycle slip detection and repair is based

on the methodology proposed by Blewitt [1990]. The methodology was tested and

discussed in a few papers, e.g. Witchayangkoon [2000]. This method is based on

wide-lane combination and the observables can be written as:

ϕpk,WL = Np
k,WL −

fL1P
p
k,L1 + fL2P

p
k,L2

(fL1 + fL2)λWL

(5.22)

where,

ϕpk,WL : wide-lane observables for receiver k and satellite p,

Np
k,WL : wide-lane ambiguities,

λWL : wide-lane wavelength.
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The wide-lane ambiguities are evaluated in a sequential recursive algorithm in each

epoch with a priori rms of half a cycle of the wide-lane cycle. The mean value of

wide-lane ambiguities and the corresponding standard deviation are given as:

N̄p
k,WL(ti) = N̄p

k,WL(ti−1) +
1

i

[
Np
k,WL(ti)− N̄p

k,WL(ti−1)
]

σ2(ti) = σ2(ti−1) +
1

i

[(
Np
k,WL(ti)− N̄p

k,WL(ti−1)
)2 − σ2(ti−1)

] (5.23)

where,

N̄p
k,WL : mean of Np

k,WL,

ti and ti−1 : current and previous epoch.

Equation (5.23) is evaluated at ti and, at the following epoch, Np
k,WL(ti+1) must

be within 4σ(ti) of the mean N̄p
k,WL(ti). If the condition is not met, then a cycle slip

is assumed to have occurred on the epoch.

The ionosphere-free observables have to be evaluated as well in case both L1 and

L2 have equal jumps. Equation (2.25) describes the ionosphere-free observables. If

Equation (2.25) is rewritten to include the wide-lane observables, then we get:

Φp
k,IF =

(
f 2
L1

f 2
L2

− 1

)
Ipk,CA + λL1N

p
k,WL − λIFN

p
k,L2 (5.24)

where,

Ipk,CA : the ionosphere delay on CA code,

λIF : wavelength of the ionosphere-free combination (λL1 − λL2).

Assuming that ∆Np
k,L1 and ∆Np

k,L2 are the cycle slips for L1 and L2, then the
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wide-lane slips can be written as:

∆Np
k,WL = ∆Np

k,L1 −∆Np
k,L2 (5.25)

When the cycle slips are detected, a polynomial fit employed ranging from the

previous epochs of the slip to the epochs of the slip and extrapolated to the next

epoch which is denoted by Φ̃p
k,IF .

As Φ̃p
k,IF and Φp

k,IF can be calculated, these two values can be evaluated at the

cycle slip epoch as:

∆Φp
k,IF = Φp

k,IF − Φ̃p
k,IF

= λL1∆Np
k,WL − λIF∆Np

k,L2

(5.26)

∆Np
k,WL can be obtained from the wide-lane slip detection and then ∆Np

k,L2 can

be determined from Equation (5.26). Consequently, ∆Np
k,L1 can be retrieved from

Equation (5.25). The determined values are fixed to all subsequent data points.

5.4 Ambiguity Resolution

Let us assume in Equation (5.7) that we are free for ionosphere, troposphere delay

but has marginal errors only. This may be valid for examine the ambiguity resolution

for very short baseline. In addition, the following four observables are available as:

137



P pq
km,L1(t) = ρpqkm(t) + εpqkm,err,L1

P pq
km,L2(t) = ρpqkm(t) + εpqkm,err,L2

Φpq
km,L1(t) = ρpqkm(t) + λL1N

pq
km,L1(t) + εpqkm,err,L1

Φpq
km,L2(t) = ρpqkm(t) + λL2N

pq
km,L2(t) + εpqkm,err,L2

(5.27)



P pq
km,L1(t)

P pq
km,L2(t)

Φpq
km,L1(t)

Φpq
km,L2(t)


=



1 0 0

1 0 0

1 λL1 0

1 0 λL2




ρpqkm(t)

Npq
km,L1(t)

Npq
km,L2(t)

+



εpqkm,err,L1

εpqkm,err,L2

εpqkm,err,L1

εpqkm,err,L2


(5.28)

The typical approach for resolving ambiguities is that at initially, the ambiguities

are estimated with real values with other unknown parameters. Once real-valued

ambiguities are obtained, they, together with statistical information (which includes

variance-covariance matrix for the estimated ambiguities), are fed to a search algo-

rithm, e.g. LAMBDA method [Teunissen, 1993] or MLAMBDA [Chang et al., 2005],

to determine the integer ambiguities. Once they are estimated, the ambiguities are

introduced as known values to obtain final ambiguity fixed solution.

Expanding Equation (5.13) with the ambiguity terms, it can be written like:

H1x1 +H2x2 = (L−Ψ(x◦1, x
◦
2)) (= l) + v v ∼ N(0, Ql) (5.29)

where,

x1, x
◦
1 : column vector with all non-ambiguity parameters and column vector with
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the a priori values of these parameters,

x2, x
◦
2 : column vector with all ambiguity parameters and column vector with the

a priori values of these parameters,

H1, H2 : first design matrix of the parameters x1 and x2 involving partial deriva-

tives,

Ψ(x◦1, x
◦
2) : computed observables,

L−Ψ(x◦1, x
◦
2) ≡ l : observed minus computed (O-C) double difference observables,

v : residuals,

L : observables.

Once the geometric distances are linearized in Equation (5.28) around a priori

information, the linearized system with real-valued ambiguities can be written like:

[
H1 H2

]x1

x2

− (L−Ψ(x◦1, x
◦
2)) = v (5.30)

The estimated parameters, x̂1 and x̂2 can be determined from the following:

[
H1 H2

]T
Q−1
l

[
H1 H2

]x̂1

x̂2

 =

[
H1 H2

]T
Q−1
l (L−Ψ(x◦1, x

◦
2)) (5.31)

where Q−1
l is weight matrix. Or, Equation (5.31) can be written like:

HT
1 Q
−1
l H1 HT

1 Q
−1
l H2

HT
2 Q
−1
l H1 HT

2 Q
−1
l H2


x̂1

x̂2

 =

HT
1 Q
−1
l l

HT
2 Q
−1
l l

 (5.32)
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Therefore,

x̂1

x̂2

 =

HT
1 Q
−1
l H1 HT

1 Q
−1
l H2

HT
2 Q
−1
l H1 HT

2 Q
−1
l H2


−1 HT

1 Q
−1
l l

HT
2 Q
−1
l l

 (5.33)

Assuming,

HT
1 Q
−1
l H1 HT

1 Q
−1
l H2

HT
2 Q
−1
l H1 HT

2 Q
−1
l H2

 ≡
N11 N12

N21 N22

 (5.34)

then,

N11 N12

N21 N22


−1

=

N−1
11 +N−1

11 N12Ñ22−1N21N
−1
11 −N−1

11 N12Ñ
−1
22

−Ñ−1
22 N21N

−1
11 Ñ−1

22

 (5.35)

where, Ñ22 = (N22 −N21N
−1
11 N12)−1.

Therefore, the parameters x̂1 and x̂2 in Equation (5.33) can be solved like:

x̂1 =
(
N−1

11 +N−1
11 N12Ñ

−1
22 N21N

−1
11

) (
N12N

−1
22 H

T
2 −HT

1

)
Q−1
l l

x̂2 = Ñ−1
22

(
N21N

−1
11 H

T
1 −HT

2

)
Q−1
l l

(5.36)

The variance-covariance matrix for x̂1 and x̂2 can be given as the followings:
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Qx̂1 Qx̂1x̂2

Qx̂2x̂1 Qx̂2

 ≡
HT

1 Q
−1
l H1 HT

1 Q
−1
l H2

HT
2 Q
−1
l H1 HT

2 Q
−1
l H2

 (5.37)

Integer ambiguities can be determined by minimizing the following objective func-

tion which is achieved by least squares estimation.

min
x2
‖x̂2 − x2‖2

Q−1
x̂2

with x2 ∈ Zn (5.38)

The advantage of the LAMBDA method is that it efficiently finds the integer vec-

tors by minimizing the rms in Equation (5.38). At each epoch, integer ambiguities are

solved and fixed by searching around float ambiguities for the vector minimizing the

rms error in Equation (5.38). Once the functional model is set like Equation (5.31),

the float ambiguities have to be determined first from least square estimation. In-

teger ambiguities are then determined by, e.g. the LAMBDA method. With these

fixed ambiguities, all desired unknown parameters can be re-estimated to obtain an

improved solution.

5.5 Summary

This chapter has provided by the author, the mathematical details of the relative

positioning software which has been developed to test the new methodology to over-

come the correlation issue between the height and the troposphere. Chapter 6 will

discuss several example baseline data sets which will be processed by the developed

software, and then evaluated, to test the developed methodology. The data sets to be
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tested include a troposphere anomaly at certain time epochs. There will also be a dis-

cussion about the separation of the residual signatures into the frequency-dependent

and frequency-independent components.
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Chapter 6

Data Description

This chapter describes the criteria used when choosing baseline data to test the

proposed methodology; the data are from various places. Detailed descriptions of

various baselines are given in Section 6.1; in each of these, a rover is selected. When

using a single reference station for GPS RTK, the baseline length is typically lim-

ited to less than ten kilometres to reliably determine ambiguities as integers, and to

tens of kilometres for ionospheric-free float or fixed processing to eliminate the most

prominent error source; the ionosphere. Fixing ambiguities allows one to obtain the

most accurate and reliable GPS positioning solutions.

A major objective of this dissertation is to demonstrate how correlated height and

tropospheric errors can be effectively reduced when combined with the proposed com-

bined approach for height and troposphere, especially during a tropospheric anomaly

or a humid region. Since the ionosphere is one of the most prominent the error sources

in GNSS, the data should be carefully selected, as any improvements in accuracy due

to the use of the developed combined model (which is described in Chapter 4) would

be masked by the much larger effects, especially if there is an ionosphere storm.

Since the latter changes substantially from day to day, especially when there are
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severe ionospheric storm events, for example, general indicators which reflect iono-

spheric activity are very helpful in the selection of data sets. Two main indices for the

ionosphere, Kp and Dst, are good indicators of the global geomagnetic activity levels.

In a relative positioning, the differential errors increase if the baseline length is

getting larger. This is because the spatial errors are typically decorrelated. Once

the decorrelated errors are mixed together, the problem to mitigate each error is

more complicated. As we try to investigate the troposphere anomaly, the ideal sit-

uation is that the reference stations should be located at short enough intervals to

resolve the spatial frequency of the errors. Consequently, the proposed approach

can perform very efficiently only when the distance to the reference station is short

enough to measure the spatial variation of the differential atmospheric errors which

is, in this case, the troposphere. Therefore, to meet these constraints, the baseline

used in this dissertation is limited to a short range of about 10 km. The following

section describes each of the chosen scenarios, with these requirements in mind.

Typically, in longer baseline, it is more difficult to deal with many errors. The

data specifically chosen for this research are mainly from wet regions to test the

methodology.

6.1 Field Data During the Anomaly

An inhomogeneous atmospheric phenomenon has been frequently observed in many

different networks around the world. These include severe sand, dust storms, volcanic

eruptions, ionospheric scintillation effects, and localized or regional tropospheric

anomaly effects [Comparetto, 1993]. Occasionally, these phenomena are observed
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when a strong tropospheric anomaly exists within a network. As stated, even for

a short baseline, imbalanced atmospheric errors have been shown to have a severe

impact on rover positioning solutions, resulting in a worsening of the quality of the

positioning solutions [Ahn et al., 2006; Lawrence et al., 2006; Zhang and Bartone,

2006; Huang and Graas, 2006; Kim and Langley, 2007].

Strong localized tropospheric anomalies have been often observed by communities

around the world. One such anomaly where they were operating GNSS receivers

was in Southern Texas on August 21, 2005. In summary, over a baseline length of

around 7.8 km, from the theoretical point of view, the atmospheric effects should be

highly correlated and thus most of the errors are known to be easily eliminated in

double-differencing (DD) technique. However, the processing result reveals that it is

much different from our expectation.

Figure 6.1: Satellite infrared image and radar map (Courtesy: UNISYS)

Figure 6.1 illustrates the infrared image taken by satellite and radar during the
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local anomaly in Southern Texas areas (denoted by red arrow). One can clearly

see that one could experience a strong atmospheric effect within those regions. The

GNSS data sets were recorded and collected by Novariant, Inc., using the NovAtel

OEM4 receiver with a data rate of 1 Hz. The observation time was around 7 hours.

The observation area is near a desert region in Texas, where there are no buildings or

trees that can usually cause multipath, cycle slips, etc. Therefore, we can presume

that there are no significant contributions in the data sets from multipath or any

other effects rather than the tropospheric effect.

Figure 6.2: Network diagram for RX1B and RX2B 9

This data has a very strong localized tropospheric anomaly and were tested with

UNB-RTK software to see whether this software could obtain a reliable position-

ing result during the anomaly or not. The software was originally designed for a

9The figure is generated with Generic Mapping Tools; see http://gmt.soest.hawaii.edu
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real-time gantry crane auto-steering application but had been enhanced for long-

baseline applications as well. The software is based on the ambiguity search engine

OMEGA (Optimal Method for Estimating GNSS Ambiguities), and quality control

algorithms [Kim and Langley, 2003; Kim and Langley, 2005]. The software uses

an optimal inter-frequency carrier-phase linear combination of the L1 and L2 mea-

surements and a receiver system noise estimation routine. The software carries out

independent ambiguity resolution for WL, L1 and L2 observations to improve RTK

positioning reliability.

The tested baseline with UNB-RTK was RX1B to RX2B and is of around 7.8 km

in length and the geographic location is illustrated in Figure 6.2. As the baseline

is short, we expected that the atmospheric effects should be highly correlated and

thus most of the errors were expected to be eliminated or significantly reduced in the

DD process in relative positioning. However, it was found that the DD residuals of

the carrier-phase measurements reached around 100 ppm in the slant range in kine-

matic processing without any pre-processed parameters based on the whole data set.

It was found that most of the carrier-phase ambiguity resolutions on those specific

periods failed to fix in the UNB-RTK software. As expected, the errors created by

mis-modeling the troposphere in the least square adjustment are propagated into the

vertical component. Some of the processing results for the Bernese GNSS software

can be found in Chapter 7.

Figure 6.3 represents the positioning performance using the UNB-RTK software

platform using L1 frequency with fixed ambiguities. As clearly seen from the figure,

the anomaly peaked at around 24800 (GPS Time) which is highlighted. Due to the

quality control of the software, almost 600 epochs of the data collected during the

anomaly were rejected to improve the coordinate estimation.
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Figure 6.3: Kinematic Positioning Solution by UNB-RTK in a real-time scenario

One of the localized anomalies could also be observed at Stennis Continuously Op-

erating Reference Stations (CORS) in Texas, USA in 2005. The baseline length is

about 2.1 km which is short enough to essentially eliminate the correlated errors in

the atmosphere. During the time when there was a localized troposphere anomaly,

the residuals reached over a half cycle, thus causing a failure to resolve ambiguities

successfully. The L1 DD residual result can be seen in Figure 4.1. Similar weather

could be observed near San Marcos CORS stations, CSM1 and TXSM in Texas on

11th October 2005 over a 2.7 km baseline length. During the passage of the localized

storm, the GNSS RTK performance was much degraded mainly due to wrongly fixed

ambiguities, resulting in corrupting the positioning performance as well. The L1, L2

and WL residuals for the processing result can be found in Figure 4.2.
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This kind of anomaly phenomenon is not often seen, but can not be ignored due to

possible impact on the GNSS community. Due to several reasons mentioned earlier,

the data set for baseline RX1B to RX2B is chosen for testing the proposed method-

ology. This real data set contains not only delays due to the troposphere, but also

has errors from many other residual effects. Therefore, if there is any way that the

data sets could have only delays from the tropospheric effect, or that the anomaly

can be simulated, then it will help in the analysis of the tropospheric effect.

6.2 Field Data in Caribbean

The second data sets tested for this research are from Continuously Operating

Caribbean GPS Observational Network (COCONet). The COCONet project is de-

veloping large-scale geodetic and atmospheric infrastructure in the Caribbean region

that supports the atmospheric research community and geoscience community. It is

comprised of a network of over 100 continuous Global Positioning System (cGPS)

and meteorology stations in the Caribbean. Figure 6.4 represents the current CO-

CONet stations distributed in Caribbean.

COCONet provides raw GPS data, GPS-PWV, surface meteorology measure-

ments, time series of daily positions, as well as a station velocity field to support a

broad range of geoscience investigations. All the new and refurbished stations have

sub-daily data latency. Atmospheric data products are distributed to researchers

using both the Unidata Local Data Manager (LDM) and other web Internet dis-

tribution systems. Geodetic data products are available from the UNAVCO public

data archive and potential regional data partners in the Caribbean. All of the par-

ticipants in the project have committed to a free and open data policy.
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Figure 6.4: COCONet Stations. The 45 red dots represent stations delivering data
to COCONet archive. The 32 yellow dots represent stations not yet delivering data
to COCONet archive (Courtesy: COCONet)

Some of the reference stations in COCONet distribute high rate 1 Hz data based

on UNAVCO′s data archive interface. The stations chosen for this research are Sil-

ver Hills (NWBL), Geralds Yard (GERD) and Olveston (OLVN) on the island of

Montserrat. Figure 6.5 shows the location of stations. It is expected that the data

collected from this network will experience more tropospheric delays than inland

data sets such as the ferry data sets described in Section 6.3. There is no online

interface to check PW at each station in COCONet, unlike the interactive real-time

water vapor data interface of NOAA/FSL. However, one can clearly see, as an ex-

ample, for the station CRO1, the overall time series of atmospheric moisture and a

yearly signature over a few years (see Figure 6.6).

Table 6.1 represents the each station′s coordinate in latitude, longitude and height.
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Figure 6.5: Stations location for NWBL, OLVN, and GERD

As is seen, the height difference between stations are over 100 m which is good for

investigating the troposphere mitigation.

Table 6.1: Coordinate of NWBL, OLVN, GERD

Lat. Long. height (m)

NWBL 16.82041 -62.20271 147
GERD 16.79482 -62.19430 126
OLVN 16.75040 -62.22773 041
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Figure 6.6: Time series of GPS derived amtmospheric moisture (or precipitable wa-
ter, PW, in blue) and sea surface temperatures (or SST, in red) from St. Croix. The
strong coupling of SST and PW is evident (Courtesy: COCONet)

6.3 Field Data with Moving Platform

The University of New Brunswick (UNB) and the University of Southern Missis-

sippi (USM) have collaborated to devise and carry out a long-term experiment in

precise GPS positioning over long distances in a marine environment. Pair of GPS

reference stations on either side of the Bay of Fundy, Saint John (CGSJ) and Digby

(DRHS), and on the ferry, as a part of the Princess of Acadia project, in Eastern

Canada, have been deployed with NovAtel′s DL-4 geodetic receivers and GPS-600

antennas (see Figure 6.7). Kinematic GPS data from all three GPS receivers, mete-

orological stations and tide gauges were collected from November 2003 to December

2004. The ferry travels the same 76 km ferry route two to four times per day, de-

pending upon the season. The Bay of Fundy is located in a temperate climate with

significant seasonal tropospheric variations (e.g., temperatures between −30◦C and

+ 30◦C).

152



Figure 6.7: Geographic location of the Princess of Acadia project

The primary goal of the study is to advance the science of modeling microwave

tropospheric delay over marine areas and to investigate these advances to obtain

higher accuracy (centimetre-level) positions [Santos and Cove, 2002]. Kim et al.

[2004], Santos et al. [2005], Nievinski et al. [2005], Cove et al. [2004] and Cove

[2005] demonstrated to advance positioning results with an improved differential

tropospheric modeling in this region.

The Bay of Fundy experiences the highest tides in the world, providing additional

vertical dynamics to the project. Figure 6.8 represents a typical single baseline GPS

trajectory for 24 hours on 13 August 2004 with the ionosphere-free (IF) float solu-

tion. Green dots represents the ferry′s trajectory estimated from the IF float where

the reference station, CGSJ, was held fixed with ITRF00 coordinates, while red dots
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represents the same ferry′s trajectory with DRHS held fixed.

Figure 6.8: An example of the ferry′s trajectory (longitude and latitude component)

As the ferry approaches one of the stations, two solutions from either a long base-

line or a short baseline can be estimated. These estimates did not normally agree

well mainly due to the increased uncertainties of the long baseline solution as well as

mis-modelling of certain parameters in the estimation process. Comparing the two

solutions can give an indication of the level of the long baseline unmodelled error as

the short baseline solution typically expects better estimates due to correlation of

the errors. Figure 6.9 represents the height component during the day which varies

about 6∼7 m for the day.

The ferry travels shore to shore so that the collected data of the ferry may expe-

rience more tropospheric delays than that of inland. Using the interactive real-time

water vapor data interface of NOAA/FSL, it was possible to estimate when the tro-
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Figure 6.9: An example of the ferry′s trajectory (height component)

pospheric effects were relatively prominent. Dates are selected based on weather pa-

rameters, such as pressure, temperature, integrated precipitable water vapor (IPW),

relative humidity, total delay, and wet delay, to find relatively humid days. Fig-

ure 6.10 shows the IPW estimate near the Bay of Fundy, from 3 Aug. to 23 Aug.

2004. IPW reaches about 50 to 60 mm for 13∼14 August, which indicates very hu-

mid weather. The blue cross represents EPRT station at Eastport, Maine, USA; the

red, Caribou, Maine, USA. Also, hourly data report from local meteorological centre

at CGSJ in Canada revealed that it was very humid during the time. As recorded,

the time of greatest humidity was from 8:00a.m. to 12:00p.m. on 14 August at CGSJ

location. Therefore, this data set can be also an ideal set to test the method for the

purpose.

The ionosphere also plays a prominent role in terms of the error sources in GPS.

Therefore, the date was carefully selected, as any improvements in accuracy would

be masked by the much larger effects of the ionosphere. For the ionosphere, the Kp
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Figure 6.10: IPW values from 3 Aug. 2004 to 23 Aug. 2004 (Courtesy: NOAA)

index is a good indicator of the global geomagnetic activity where the values span

an allowed range from 0 to 9. In this research, periods where the Kp index is less

than 3 are selected as shown on Figure 6.11, which represents relatively quiet iono-

spheric activity. Although local values of Kp should be investigated, we can expect

non-ionospheric effects for the day.

Figure 6.11: Kp index from 13 Aug. 2004 to 16 Aug. 2004 (Courtesy: NOAA)
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After carefully analyzing all the parameters mentioned above, data from 8:00a.m.

to 09:00a.m. on 14 August 2004 was selected for this research. All of the data were

collected by NovAtel DL-4 receiver with GP600 antenna with 1 Hz data rate.

Figure 6.12: Network configuration to estimate the reference coordinates for CGSJ
and DRHS

In relative positioning, the fixed coordinates play an important role. If they are

wrongly determined then the estimated coordinates may adversely affect other esti-

mated coordinates. Therefore, especially the data from this project were reprocessed

to determine the precise reference coordinates. At first, to accurately estimate the

coordinates for CGSJ and DRHS, data of 7 days were collected and processed with

the Bernese GNSS software. Three permanent IGS stations (UNB1, EPRT, and

HLFX) were used for constraining the solution. UNB1 was used until 16 August

2006, and the new site name UNBJ has been used with DOME number 40146M002.

UNBJ/UNB110 is located in Fredericton, New Brunswick; EPRT in Eastport, Maine,

10The details on UNBJ and UNB1 can be found on the following link:
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USA, run by NOAA, HLFX in Halifax, is managed by Natural Resources Canada.

Figure 6.12 represents the network diagram for the purpose. During the processing

with the Bernese software, IGS final SP3 orbit products were used and all three

permanent station coordinates were held fixed to their ITRF00 (epoch 97) coordi-

nates to estimate the coordinates of CGSJ and DRHS. The processing sequence of the

Bernese software for this purpose included the estimation of receiver clock errors and

cycle-slip screening using ionosphere-free linear combination (IF) double-difference

phase residuals. After this pre-processing, both the L1 and L2 ambiguities were

resolved with stochastic ionospheric modeling. Once resolved the ambiguity these

were introduced to create the IF linear combination to fix the ambiguities which

gives a more reliable solution than the float solution. Finally, the final coordinates

and full covariance matrix are calculated. The Saastamoinen model [Saastamoinen,

1972] described in Chapter 3 was used for the tropospheric estimation with elevation-

dependent weighting to decorrelate the troposphere on the solution. Antenna phase

centre variations were also applied. Final combined estimates of the coordinates for

CGSJ and DRHS are summarized in Table 6.2.

Table 6.2: Combined normal equation solutions of the reference coordinates for CGSJ
and DRHS for 7 days

Coordinates determined

CGSJ X 1824256.0285
Y -4109494.8757
Z 4508639.6075

DRHS X 1866975.2314
Y -4146408.1898
Z 4457455.0129

http://www2.unb.ca/gge/Resources/UNBJ&UNB1.html
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6.4 Summary

This chapter has been provided the details of the data sets to show that why these

data sets are especially useful in testing the developed methodology. In Chapter

7, the results of the methodology from the intermediate data sets from Bernese

GNSS software and from UNB-RTK software for a 8 km Texas Storm data will be

discussed in detail. It will provide the detailed analysis of both static and kinematic

scenario case. Further, several other data described in Chapter 6 will be processed

with Bernese GNSS software and an open-source RTKLib platform as well as the

developed software to see whether the methodology is resistant to the troposphere

and therefore it enhances the height solution or not.
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Chapter 7

Results

This chapter describes evaluation of the methodology with the data sets described

in Chapter 6. Typically, a single reference station GPS relative positioning is limited

to less than 10 km for fixing the ambiguities as integers, and to tens of kilometres

for ionospheric-free float processing. Since fixing ambiguities allows one to obtain

one of the most accurate and reliable GPS positioning solutions, fixing of the am-

biguities reduces noticeably the number of unknown parameters and increases the

degree of freedom without any other changes; in addition, the a posteriori rms of the

observations for the fixed solution is always smaller than that of the float solution.

Therefore, the fixed solutions are mainly discussed herein.

7.1 Troposphere Error Mitigation in Kinematic

Scenario

Before describing the results, a few different test results are generated. One of

them is to evaluate the positioning results with a troposphere estimation in the pa-

rameter estimation stage. The other is to evaluate the positioning results based on
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the independent result, such as ray-tracing with a NWP model.

7.1.1 Troposphere Delay Estimation during Kinematic Po-

sitioning

Even if the tropospheric delay is significant during the day, the DD tropospheric

residuals are already at the sub-cm level and the numerical improvement is typically

small enough to resolve the ambiguities. As mentioned earlier, however, a kinematic

case can be significantly different from a static one. If high dynamics are involved and

there are weather fronts, temperature inversions, or other dynamic coastal weather

phenomena then the solution may be adversely impacted. As described in Section

4.1, one of the localized anomalies could be observed at Stennis CORS network in

Texas, USA. The baseline length is about 2.1 km which is short enough to eliminate

the correlated errors in the atmosphere in double difference technique. During the

time when there was a localized troposphere anomaly at 20 hours UTC (see Fig-

ure 4.1), the residuals reached over a half cycle, thus causing a failure to resolve

ambiguities successfully. Using the Bernese GNSS software, the data were repro-

cessed.

Figure 7.1 shows the epoch-by-epoch kinematic positioning solutions in latitude,

longitude and height with 5 min. residual tropospheric delay with non-gradient

parameters. The Saastamoinen model with Niell mapping function described in

Chapter 3 as an a priori tropospheric delay mitigation was applied. The y-axis in

each panel represents the positioning differences. During the tropospheric anomaly

around 9:30 (local time), the longitude component deviated by up to 10 cm even for

a very short baseline. The height errors varied significantly and were biased by a few

cm. Since the geometry of the satellite was not good and number of satellite was
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reduced, there was a gap indicating no solution around 10:10 in this plot.

Figure 7.1: Post-processed kinematic (PPK) positioning with every 5 min. tropo-
spheric estimation for rover station CSM1 from the reference station TXSM. Zero
(“0”) in y-axis represents the differences between the known coordinates of CSM1
and the PPK positioning results.

Figure 7.2 shows the positioning results when the residual tropspheric delay is

estimated every 5 minutes, and the gradients are estimated every hour. There is a

significant difference when compared with the previous results as shown in Figure 7.1.

Increasing the estimation time for the troposphere delay can dramatically increase

the precision of the position solution. Figure 7.3 represents the positioning results

with residual tropospheric estimation every 60 min. and it shows better results than

the earlier setups shown in Figure 7.1 and Figure 7.2. The best position estimates

can be achieved when the residual tropospheric estimation for every 60 min. with

4hr gradient estimation as shown in Figure 7.4.
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Figure 7.2: Post-processed kinematic positioning with every 5 min. tropospheric
estimation with 1hr gradient estimation for the rover station CSM1

Figure 7.3: Post-processed kinematic positioning with every 60 min. tropospheric
estimation for the rover station CSM1
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Figure 7.4: Post-processed kinematic positioning with every 60 min. tropospheric
estimation with 4hr gradient estimation for CSM1

The static case has enough time to resolve troposphere delay and, in most of the

static cases, the dramatic improvement can be seen when including gradient parame-

ters if sufficient time which is typically around 3 hours is given. Table 7.1 represents

coordinate results of a few static scenarios from Bernese GNSS software. The base-

line is short enough to resolve troposphere parameters, but, due to the uncertainties

in the tropospheric model and the difficulty in setting additional parameter esti-

mation in the kinematic scenario, the coordinate estimation result is much worse,

especially when compared with the batch estimation.

Another test was performed during the strong typhoon passage as shown in Fig-

ure 3.6. Figure 7.5 shows the corresponding epoch wise positioning results when

there is no estimation for the residual tropospheric delay. The Sasstamoinen model

with the Niell mapping function was used as the a priori mitigation model for the
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Table 7.1: Troposphere estimation with Saastamoinen with Niell mapping function

Trop. Est. Interval Gradient Lon.(m) Lat.(m) Hgt.(m)
5 min. N/A 0.027 0.024 0.120
5 min. 1 hour 0.028 0.035 0.160
5 min. 4 hour 0.025 0.025 0.106
30 min. N/A 0.026 0.023 0.106
30 min. 1 hour 0.025 0.031 0.124
30 min. 4 hour 0.024 0.026 0.087
60 min. N/A 0.026 0.023 0.097
60 min. 1 hour 0.024 0.025 0.077
60 min. 4 hour 0.024 0.014 0.070

troposphere. Figure 7.6 shows the results from the same data when estimating resid-

ual troposphere delay every 5 min.. As is shown in a few figures, in the kinematic

situation, the estimation of the newer parameters may worsen the entire positioning

estimates.

Figure 7.5: Post-processed kinematic positioning with tropospheric mitigation for
DAEJ-SKCH-during a passage of typhoon
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Figure 7.6: Post-processed kinematic positioning with every 5 min. tropospheric
estimation for DAEJ-SKCH-during a passage of typhoon

7.2 Results from the Combined Approach

7.2.1 Texas Data

To evaluate the potential improvement of positioning performance by combining

the common zenith dependent parameter of the vertical component and the residual

tropospheric delay parameter, we analyzed data sets from a severe weather event

which is RX1B and RX2B baseline as depicted in Figure 6.2. These data were

recorded in Southern Texas on August 21, 2005 by Novariant Inc.. The baseline

length was of around 7.8 km. All of the data sets were recorded using the NovAtel

OEM4 receiver with a data rate of 1 Hz. The observation time is almost 8 hours and

the processing is based on double differences.

Figure 7.7 represents the corresponding kinematic positioning solutions by Bernese
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GNSS software version 5.0 in the post processed kinematic (PPK) mode. Again, the

zero (“0”) in y-axis represents the differences between the known rover coordinates

of RX2B and the corresponding PPK positioning results. The Bernese software

pre-examines the whole epochs to determine the cycle slips and ambiguities, and

also pre-determine stochastic parameters, such as ionosphere. These pre-detemined

stochastic parameters and ambiguities can be further used to determine the cleaned

results. Even if the whole data span was used in Bernese software, we can still see

that the solution is getting worse after 13:00 (local time), especially in the vertical

component and reached the worst around 15:00 local time.

Figure 7.7: Kinematic positioning solutions by Bernese software v5.0 using pre-
processed screened results. Zero (“0”) in y-axis represents the difference between
the known rover position and the corresponding PPK solutions.

During the processing RX1B is used as a reference, and RX2B is selected as a rover.

In this case in Bernese software, we introduced the dry Niell mapping function with

the Saastamoinen model and estimated 15 minute residual tropospheric delay pa-
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rameters. In order to try to obtain a better solution, we tested a few other processing

strategies in Bernese software. These strategies included the ionosphere-free linear

combination to eliminate the first order ionosphere effect even if the noise level is

almost three times higher than that of L1 frequency. Because of this, this processing

strategy is not usually favourable on a short baseline processing. We also processed

the data using L1 frequency without residual tropospheric estimation, longer esti-

mation periods in CPLF and L2 or wide-lane combination etc. However, the best

stable positioning solution which can be achieved is based on the L1 with 15 minutes

troposphere estimation in this case.

Figure 7.8: Residuals by Bernese GNSS software using pre-processed screened results.
Only interested satellite pairs are coloured

As is shown in Figure 7.8, the residuals are still reached up to 100 ppm in a slant

direction (or line of sight) during the anomaly period. As is illustrated, the prob-

lematic satellites are PRN 24 and PRN 19 which are lower elevation angles, and we

found that the corresponding elevation angles are between 15 and 30 degrees.
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Figure 7.9: L1 and L2 double difference residual comparison by Bernese PPK scenario

Figure 7.9 represents the L1 and L2 double differenced residuals processed by

Bernese software as an example. Based on the residual analysis, we can identify

whether the residual of the satellite pair is from the ionosphere or from the tropo-

sphere. This residual identification can be further used for the weighting scheme.

As is shown in Figure 7.9, some of the residuals do not strictly follow the frequency-

dependent and non frequency-dependent components, making them somewhat bal-

anced although the reasons are not fully known.

The residual zenith delay of the troposphere and the height component of the

positioning solutions are highly dependent on the zenith angle. Due to their correla-

tion, most of the position estimation errors induced by the troposphere are amplified

mainly in the vertical component. Depending on weather conditions, a stochastic
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modelling approach or parametric estimation has been implemented to mitigate the

tropospheric error. In order to solve the issue stated above, we investigate the com-

bined approach which can eliminate inter-correlation among zenith angle-dependent

parameters and thus, improve horizontal positioning solutions.

7.2.1.1 Evaluation of the Combined Approach from Bernese Data

To test and evaluate the main methodology, the desired parameters for further

analysis were extracted from Bernese GNSS software. Figure 7.10 represents the

overall processing scheme for the purpose. Once the baseline was formed, cycle slips

were correctly detected and repaired. Then, L1 (and L2) ambiguities were resolved

using an ambiguity search process. After all possible ambiguities were resolved, these

ambiguities were introduced to obtain the final positioning solutions. At the same

time, the residual troposphere parameters at 15 minutes intervals with CPLF were

estimated in this case. In order to analyze our methodology, several parameters at

single difference level were extracted; Jacobians, reduced observables, ambiguities,

satellite positions, elevation and azimuth of the satellites, tropospheric parameters,

normal matrices, geometric ranges, receiver clock, etc. Selected parameters are used

as input parameters for the algorithm test. The primary reason for choosing this

methodology is to minimize uncertainties in the data analysis and maximize the per-

formance analysis in using geodetic software. After reforming the double differences,

100 different values of the parameter α were tested for every epoch. Once the value of

the parameter α is selected using a selection criteria, the determined α is used again

to obtain the final positioning solution and the residual troposphere delay parameter.

As is in Equation (4.22), if α and ζ are determined, new tropospheric estimates

can be retrieved based on the relation: ζ = (∆u + α). During data processing with
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Bernese GNSS software, IGS final SP3 orbit products were used to mitigate possible

residual orbit errors in order to achieve the highest possible precision in the solution.

Figure 7.10: Overall processing strategy of the developed methodology using inter-
mediate data from Bernese output

To evaluate the correlation effect between the unknown parameters, the condition

number is also examined as is seen from Figure 7.11. The condition number is the

ratio of maximal and minimal eigenvalue of a normal matrix. This also represents

the degree of the correlation between the parameters. The condition number also

increases from 13:00 (local time) which means that the correlation between the un-

known parameters is getting higher, resulting in a degraded solution. Typically,

introducing a lower satellite can assist in decorrelating the parameters. We can see

the solution getting worse after about 13:00 (local time), especially in the vertical

component.

Figure 7.12 is a test result of a kinematic positioning solution for a typical esti-
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Figure 7.11: Condition numbers from the anomaly troposphere data from Bernese
software

mation process where there are four unknown parameters; northing, easting, up as

well as residual tropospheric delay. Although CPLF was not used for estimating

the troposphere delay in this case, similar positioning result as that from Bernese

software in Figure 7.7 can be achieved. However, the reprocessed result shows the

high fluctuation of the solution when there is the troposphere anomaly.

172



Figure 7.12: The coordinate differences of northing, easting, and up component.
This result is from the conventional way for estimating the unknown parameters,
without any combination between the parameters

7.2.1.2 Positioning Improvement from the Combined Approach using

Optimal Weighting Parameters

Figure 7.14 is a test result from our combined methodology when all of the nec-

essary parameters used are reprocessed. The three parameters that were estimated

are northing, easting, and ζ. Once ζ was determined based on the selected α, the

vertical component was retrieved. The choice of α coefficient is somewhat arbitrary,

and there is no strict numerical way to determine the α coefficient. For a test, we

chose α when the norm of the coordinate solutions is at minimum value. For a static

scenario where the reference coordinates are precisely known, it is relatively easy to

achieve the optimal α compared to that in the kinematic scenario. To make it clear,

this static test setup may not be suitable for a direct application for GNSS posi-

tioning, but is mainly trying to represent that there must be a certain value which

can efficiently decorrelate those two common zenith-dependent parameters. As is
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Figure 7.13: An example of the evaluation of the weighting parameter α

shown in Figure 7.14, when α is properly chosen, we can see that the corresponding

coordinate solution can dramatically change and converge to the known positioning

solution. The rms in the height solution is 0.8 cm in this case. Compared to the

earlier plot in Figure 7.12, this shows the reduction of rms in the height compo-

nent from 4.5 cm to 0.8 cm, over 80% improvement. Kim and Langley [2008] also

showed that the height component is significantly improved when the weighting pa-

rameter is chosen well, resulting an unbiased solution. In addition, they found that

no significant change could be found on the horizontal solution, similar to here. Li

et al. [2010] uses a geometry-specified troposphere decorrelation strategy based on

a similar idea in order to solve these ill-posed conditions. Using his regularization

methodology, he also found that the coordinate solution improves from centimetres

to sub-centimetres level for long baseline, especially for the height component.
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Figure 7.14: The coordinate differences of northing, easting, and up component from
the combined case

Figure 7.15: Estimated tropospheric parameters from the combined case
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Figure 7.15 represents the two estimated tropospheric parameters both from the

typical estimation process (red line) and from the combined methodology (blue line).

Once ζ was determined based on the selected α, the tropospheric delay parameters

can be also retrieved. These values are coloured blue in the figure. As a comparison,

the tropospheric delay parameters are also estimated. As is shown in Figure 7.15,

there are big differences between the estimated tropospheric delay parameters. By

using a different tropospheric weighting scheme based upon α, the estimator seems

to enable us to efficiently distinguish the tropospheric delay parameters from the

height component if the weighting parameters are chosen well.

From the feasibility test, the developed combined approach could result in the

successful de-correlation of both the vertical component and the troposphere delay

parameter. Many different coefficients are evaluated and chosen when the norm of

the coordinate solutions is at minimum value as there is no strict numerical way to de-

termine the weighting coefficient. While the arbitrary choice of weighting coefficient

is somewhat unrealistic, the approach was successful in evaluating our methodol-

ogy. This could reduce the tropospheric residuals and thus resulted in a dramatic

improvement in the solution domain. In post-processed batch solution, this new

methodology can thus provide a new analysis method of the data. As this new

methodology confirms that it works well under the optimal choice of weighting pa-

rameters, the method is further tested in a kinematic scenario when the coordinates

of a rover must be estimated at every epoch.
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7.2.1.3 Height Comparison from the Combined Approach in a Kinematic

Scenario

The second goal of the dissertation has been towards the improvement of kine-

matic solution during the anomaly period. Although the positioning result could be

greatly improved as shown in Figure 7.14, in a practical point of view, the above

mentioned way has a limitation to use in a kinematic situation. Instead of using ar-

bitrary choice of the coefficient, the method described in Equation (4.24) is used for

the following test herein. Once the double differences were reformulated, different α

values for each satellite pairs were applied for every epoch on the weighting scheme.

Once the value of α is selected using the selection criteria described in Chapter 4,

the determined α is used again to get the final positioning solution. The solution for

the vertical component is discussed here.

Figure 7.16: Original vertical component determined by UNB-RTK software during
the anomaly period
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As described in Equation (4.24), if α is determined based on the selection criteria

and the actual magnitude of the wet delay to the zenith direction for each satellite

pair, new combined parameter, ζ are estimated. Again, the determined weighting

can be multiplied to ζ in order to get the final vertical component of the baseline.

Figure 7.17: Weighting parameters, lower values represent the higher tropospheric
contribution

Figure 7.16 represents a test result of a kinematic positioning solution for a typ-

ical estimation process for vertical component. Due to the quality control criteria,

positioning solution over 600 epochs during the anomaly can not be determined.

The vertical component in differences between the known and estimated coordinates

is getting worse than -20 cm (but is up to -28 cm) at local time around 15:10 in

Figure 7.16. They are probably due to the wrongly fixed cycle slips or wrongly fixed

ambiguities due to the anomaly.

Figure 7.18 illustrates the result of the vertical component when the new weighting
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Figure 7.18: Vertical component determined by the proposed weighting scheme dur-
ing the anomaly period

scheme is applied. Although we could not get a dramatic vertical enhancement in

the scenario, some improvement of around 20% in the vertical component can be

achieved in our test scenario. More interesting thing is that the anomaly which can

reach up to over -20 cm in Figure 7.16 does not exist in our processing result any

more. Compared the anomaly area around 15:10 local time between Figure 7.16 and

Figure 7.18, we can clearly see some improvement. Our results imply that our weight-

ing scheme based on the residual analysis can be a good alternative for mitigating

the unmodeled tropospheric delay. Even if most of the unmodeled tropospheric delay

can be eliminated by combined approach with proper weighting, some epochs does

not show any improvement. One of the ways of having the best weighting parameter

may be from the criteria when the coordinate norm is minimal again. Reversely, we

can further compare the best set of weighting parameter from the criteria to the one

applied herein to determine the optimal way of determining parameter weighting

in different scenarios. Figure 7.17 presents the determined weighting parameter for
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this case. Lower values means that the degree of the contribution of the troposphere.

7.2.2 Designed Post-Processed Kinematic Platform

The post-processed kinematic platform has been developed for further tests. Fig-

ure 7.19 shows a overall block diagram for the overall software package. The quality

control routine is employed to detect cycle slips and to repair them. It also calculates

the approximate station′s coordinate from code observables. Then, it forms double

differences, and corresponding design matrix with elevation dependent weighting.

Double differenced troposphere mapping coefficients are formed. The ambiguity is

solved with LAMBDA method. For the test purposes, ambiguity resolution of round-

ing method is introduced to assist with the software development. After successfully

resolving the ambiguities, the positions are calculated at every epoch.

The estimated position from the developed platform is validated with a few soft-

ware platforms. This includes RTKLib software which is an open source program

package for GNSS positioning (see http://www.rtklib.com) and Bernese GNSS soft-

ware. Results confirm that the developed software shows very similar performance

to that of RTKLib and Bernese. The Bernese GNSS software is written in Fortran

and and most of the software parts are highly sophisticated and somewhat encrypted

so that the user can not easily extract any value. Typically, one can achieve the best

solution based on batch processing using the Bernese GNSS software. However, the

kinematic positioning solution in Bernese software is quite challenging. Meanwhile,

the RTKLib software is open-source, written in the C language, and it processes

GNSS data with Kalman filtering. Here, the designed software platform is based on

both Matlab and C and is designed towards epoch-wise kinematic processing with

a least square adjustment. The detailed mathematical formulation for the software
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design is described in Chapter 5.

Figure 7.19: Overall processing scheme for the developed software
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7.2.3 COCONet Data Result using the Developed Platform

Selected baseline data in the COCONet network in the Caribbean has been pro-

cessed. Figure 7.20 is the northing, easting and up position result from the developed

test-bed software for NWBL-OLVN (around 8 km in length) which is nearly the same

distance between RX1B and RX2B in the Texas data. In the software, NWBL is

treated as the reference station and OLVN is the rover station. The zero on each

panel in Figure 7.20 is the published coordinates from the COCONet. The location

of stations, NWBL and OLVN, can be found in Figure 6.5. The data rate is 1 Hz

from the Trimble R9 receiver. Figure 7.21 shows GDOP values and the number of

satellites. In the developed test-bed software, there are some gaps around 13:42 in

the coordinate solutions. This is mainly due to the failure of a statistical test to

resolve ambiguities.

Figure 7.20: L1 positioning solution for NWBL-OLVN from test-bed software

Figure 7.22 and Figure 7.23 is the northing, easting and up position result by
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Figure 7.21: L1 positioning solution with DOP and number of satellites for NWBL-
OLVN

RTKLib platform and Bernese GNSS software. The results can be compared with

the result shown in Figure 7.20 to confirm each software′s performance. Note that

the coordinate differences from the Bernese software are from the final estimated

coordinates. Therefore, it gives a different result on the mean value. The processing

of Bernese software is based on the best estimates for all necessary parameters for

all epochs. There is a numbers of different options that can be applied, as with

many geodetic software process. Comparing statistics of the position results from

the software, we can confirm that the developed test-bed software can generate the

very comparable result. After the confirmation, the combined approach as seen in

Figure 7.19 was employed to further test the approach with the developed software

platform.

Figure 7.24 and Figure 7.25 are corresponding L1 and L2 residuals for the posi-

tion solution. Figure 7.26 are L1 and L2 contribution signatures from the test-bed
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Figure 7.22: L1 positioning solution for NWBL-OLVN from RTKLib

Figure 7.23: L1 positioning solution for NWBL-OLVN from Bernese software
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software. As is shown in Figure 7.26, most of the residuals follow well either to the

frequency-dependent and non frequency-dependent components, but it seems that

some of the residuals are not strictly separable. In this situation, the identification

is assumed to have failed and the combined approach is not applicable to the corre-

sponding epochs. Once the troposphere residuals from the residual signature plot in

L1 and L2 reaches over 20 ppm in baseline length, the weighting parameters, α based

on the residual signatures, is determined. Then, the combined method is applied and

recalculates the position solution again to achieve the final solution.

Figure 7.24: L1 residuals for NWBL-OLVN

The Caribbean is generally humid, it may be typical that both stations see almost

same troposphere delay. Therefore, we can not see any big improvement in the height

coordinate, but in general, the overall performance is better and reduces some biases

in the result. This can be seen in Figure 7.27.
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Figure 7.25: L2 residuals for NWBL-OLVN

Figure 7.26: L1 and L2 residual signature for NWBL-OLVN
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Figure 7.27: Height comparison between the standard (red dot) and combined
method (blue dot) for NWBL-OLVN

Figure 7.27 represents the height difference between the standard method and com-

bined approach. The standard method represents when there is no transformation

between the cartesian coordinate and local geodetic coordinate, while the coordi-

nates resulting from the combined approach are transformed in Equation (4.20).

Figure 7.27 represents the difference between the standard LS which is coloured in

red dot and the combined method which is in blue dot. The biggest differences

between both methodologies happen in-between 14:12 and 16:12 in local time. As

shown in Figure 7.28, the height results from the approach during those epochs show

a bigger difference than any other epochs.

Figure 7.29 is the northing, easting and up position resulting from the test-bed

software for NWBL-GERD (around 3 km in length). In the software, NWBL is

treated as the reference station and GERD is the rover station. The data is also 1

Hz with Trimble R9 receiver. Similarly, the DOP and the number of satellites are
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Figure 7.28: Height difference between standard and combined approach for NWBL-
OLVN

shown in Figure 7.30 while Figure 7.31 shows the L1 and L2 contribution signature

graphs.

Again, Figure 7.32 is the northing, easting and up position results by the RTKLib

platform and Figure 7.33 represents the height comparison between the combined

approach and standard approach. As can be seen from Figure 7.33, the combined

approach reduces overall rms from 4 cm to 3 cm.

Figure 7.34 represents the height difference between the standard and combined

approach.
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Figure 7.29: L1 positioning solution for NWBL-GERD

Figure 7.30: L1 positioning solution with DOP and number of satellites for NWBL-
GERD
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Figure 7.31: L1 and L2 residual signature for NWBL-GERD

Figure 7.32: L1 positioning solution for NWBL-GERD from RTKLib
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Figure 7.33: Height comparison between standard and combined approach for
NWBL-OLVN

Figure 7.34: Height difference between standard and combined approach for NWBL-
GERD
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7.2.4 Ferry Data Result using the Developed Software Plat-

form

As discussed in Chapter 6, ferry data is also processed to evaluate the performance

of the combined approach. Although the baseline length is short, the determination

of the position at cm level for a moving platform is a challenging subject. As the

receiver was situated on top of the ferry, most of the error comes through cycle slips.

As the Bernese software can not reliably determine positions of a moving platform

at the cm level, and there is no reference trajectory for the vessel, only the position-

ing result from the RTKLib software was compared with the developed combined

approach without detailed statistics. The detailed trajectory for the ferry can be

seen from Figure 6.8.

Figure 7.35: Northing, easting and up trajectory for CGSJ-BOAT from the developed
test-bed software
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Figure 7.35 represents the trajectory of the vessel from the developed software.

The data is processed with the test-bed software with the combined approach and

the data is 1 Hz from a NovAtel OEM4 receiver. The data were processed when

the ferry approached the port and leaves. The longest baseline in this case is less

than 5 km from the reference site which is CGSJ. In Figure 7.35, the blue coloured

line represents the height component; the green colour the northing, and the red the

easting component. The shortest baseline when the ferry stops is around 1.87 km.

As there is no reference trajectory for the ferry trajectory, each coordinate solution

represents the relative position from the reference station only. The improvement of

the height component is the concern of this research through the development of the

combined approach.

When the height result is magnified from Figure 7.35, we can see the details of the

height changes. This is illustrated by Figure 7.36. The red dot in Figure 7.36 repre-

sents the positioning results from RTKLib software when applying the Saastamonen

model with the Niell mapping function as the a priori troposphere mitigation. The

blue dot represents the result from the developed test-bed software using the com-

bined approach. Quality control routine has worked fine as most of the cycle slips

could be detected and fixed in the developed platform and the ambiguity parameters

have been determined so that the result of the height component shows overall better

performance than RTKLib software.

Figure 7.37 illustrates the height comparison for the ferry from the developed

test-bed software and RTKLib software. As illustrated in Figure 7.37, the position

difference is due to the wrongly determined height position due to the failure of fixing

ambiguities from RTKLib software.
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Figure 7.36: Height result for CGSJ-BOAT from the developed test-bed and RTKLib
software

Figure 7.37: Height comparison for a ferry from the developed test-bed and RTKLib
software

194



Figure 7.38: Residuals for a ferry from the developed test-bed software

Figure 7.38 illustrates the residuals. Most of the residuals are within 0.5 cycle and

hence the combined approach is not employed to many epochs. Therefore an overall

improvement for the combined approach can not be easily seen in this case. The

reason might be because the distance between them is only a few km and the data

may experience nearly the same tropospheric condition where no anomaly is present.

In this case, the combined approach does not significantly affect the solution domain,

but just has a marginal impact. Some of the results on the plot can be seen.

Figure 7.39 represents the potential height improvement during the moving plat-

form for the ferry. As the residual′s signatures shown in Figure 7.38 has only a

few spikes for the troposphere contribution line, only a few comparisons are possi-

ble. The red dots represent the height solution from the combined approach due to

the higher troposphere contribution in the residuals. The result from the standard

LS approach is shown in blue. Assuming the attitude of the moving ferry was not
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abruptly changed, the height solution from the developed combined approach is con-

sidered to show a more accurate result.

Figure 7.39: Potential height improvement from the combined approach with a mov-
ing platform

7.3 Potential Usage of NWP for Long Baseline for

Troposphere Error Mitigation

As discussed in earlier sections, the developed combined approach can be a good

methodology for a short baseline, especially during the severe troposphere anomaly.

For the troposphere mitigation, there are many different approaches as discussed in

Chapter 3. One of them is based on a ray-tracing with NWPs. One NWP model

was tested in the bay of Fundy to evaluate the PPK performance for the troposphere

mitigation for a long baseline case. Test tesults and details of the approach are in-
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cluded herein.

RUC20 raw data used in the processing has a horizontal grid of 301 by 225 points,

and is based on a 20×20 km grid. It has 37 isobaric levels (with an additional ground

surface level) as a three-dimensional gridded field from 1000 hPa to 100 hPa, at in-

tervals of 25 hPa. It also has 92 variables which contain necessary information for

calculating refractivity, e.g. geopotential height, relative humidity, pressure, temper-

ature, etc.

The refractivity N from Equation (3.1) at a given distance s along the path

is obtained by interpolating the weather parameters at the corresponding three-

dimensional position in the NWP gridded fields. N is sampled at as many points as

needed to fulfill the tolerance of 1 mm. A typical curve of refractivity versus distance

from the receiver in the direction of the satellite (with 1 mm tolerance) is shown on

Figure 7.40. This figure shows an example of the refractivity versus slant distance in

the zenith direction and at 45 degree elevation angle for CGSJ station at 8:00a.m. on

a 14 Aug. 2004 integrated using the RUC20 NWP model. The refractivity reached

about 2.6 m in the zenith direction and 3.6 m at 45◦ elevation angle.

To perform the integration, the coordinates are transformed from the integration

space (s) to the interpolation space (x, y, HG), where x, y represent horizontal coor-

dinates in the Lambert conformal conic projection for RUC20 and HG is geopotential

height. The transformation to the vertical component HG is based on following equa-

tion.

HG =
H ·Gratio

H +Re

(7.1)
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Figure 7.40: Refractivity (mm/km) versus slant distance (m) in the zenith direction
and at a 45◦ elevation angle for CGSJ at 8:00a.m. on 14 Aug. 2004 based on RUC20
NWP. Black dots represent points at which refractivity was sampled [Ahn et al.,
2005]

where,

H : orthometric height,

Gratio : the gravity ratio (g ·Re/9.80665),

Re : radius of the Earth at latitude ϕ, 6371200 m.

The gravity g used in the calculation is a function of latitude ϕ as follows:

g = 9.80616
(
1− 0.002637 cos(2ϕ) + 0.0000059 cos2(2ϕ)

)
(7.2)

Figure 7.41 illustrates an example of the refractivity profile calculated for each

layer from RUC20 raw data. Each level contains refractivity index and isobaric
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height covering the whole of the USA, southern Canada, and the northern Mexico

region. Node spacing is 20 km apart and each node has detailed meteorological pa-

rameters, which can be used for the delay calculations for a specific GPS satellite in

view.

Figure 7.41: Refractivity calculated for each layer from RUC20 raw data

To evaluate Equation (7.1), the hydrostatic delay for UNB1, an IGS station located

at UNB, was calculated. For this purpose, pressure values from either meteorological

data or NWP were extracted. The pressure values agreed well with a bias of about

−0.01 cm and an rms of 0.27 cm, those are consistent with the values observed by
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other researchers, e.g. Schuler [2001]. Transformations between geopotential heights

and orthometric heights and details of the delay calculations can be found Santos

et al. [2005] or Nievinski et al. [2005]. As the RUC20 NWP model only goes up to

approximately 16 km in the vertical direction, the COSPAR International Reference

Atmosphere (CIRA-86) model [Fleming et al., 1988] was also used as it has values

up to 50 km from the maximum vertical direction of the NWP model.

Figure 7.42: Positioning result calculated by the IF fixed solution using UNB3 model
as a tropospheric delay model

We evaluated the two tropospheric delays; one is based on UNB3 troposphere mit-

igation model and the other is a ray-tracing by RUC20 NWP. Static data sets for

CGSJ and DRHS (in Figure 6.12) were used and processed epoch by epoch (no need

to wait for convergence) for this evaluation. CGSJ was held fixed with the ITRF00

coordinates described in Table 6.2, and DRHS′s coordinates were then estimated for

each epoch and compared with a final (combined) coordinate estimate for DRHS in

200



Table 6.2. Figure 7.42 represents the positioning result using the UNB3 model. The

x-axis is the elapsed time in seconds and the y-axis represents the position errors

in metres. Note that all the plots herein do not show the combined IF float/fixed

solution, but the IF fixed solution only. Figure 7.43 illustrates the result by ray-

tracing using the NWP model. As is shown in both Figure 7.42 and Figure 7.43 the

improvement using ray-tracing can be seen.

Figure 7.43: Positioning result calculated by the IF fixed solution using ray-tracing
as a tropospheric delay model

Table 7.2: Kinematic positioning solutions with troposphere mitigation by a ray-
tracing with RUC NWP

Ray-tracing
mean(m) std(m)

DRHS
X 0.0027 0.0206
Y -0.0001 0.0422
Z -0.0218 0.0471

The positioning results are based on IF fixed solution, not float solution. A static
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test (but kinematically reprocessed) was performed to evaluate the ray-tracing. Ta-

ble 7.2 gives a summary of the positioning domain results of ray-tracing for the

static test. Compared to those two plots (Figure 7.42 and Figure 7.43), the level

of improvement with respect to the results by the UNB3 model can be clearly seen.

Some wrongly fixed solutions by the UNB3 model are found in Figure 7.42 and the

corresponding epochs were rejected. Therefore, instead of giving inconsistent results,

only the solution by ray-tracing is shown in the table to verify the performance level.

Figure 7.44: Double differenced tropospheric estimates by UNB3

Figure 7.44 and Figure 7.45 show the DD tropospheric estimates and residuals for

varying elevation angle using both the UNB3 model and NWP. The red line in the

first subplot in Figure 7.44, the elevation angle, represents the reference satellite,

i.e. PRN4, and blue line represents the involved satellite, i.e. PRN13. The second

subplot represents the double differenced tropospheric delay observables, the red line
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represents values predicted by the UNB3 model, while the blue line represents the

double differenced tropospheric observables (described in Ahn et al. [2005]) gener-

ated using kinematic positioning followed by least-square adjustment. As the satellite

goes down to horizon, the differences between UNB3 model and the tropospheric ob-

servables become significant. One reason is that since the UNB3 tropospheric model

provides essentially a constant prediction value of hydrostatic and wet zenith delay

for each day-of-year, the effectiveness of the UNB3 model as similar to other ex-

isting model-based approaches will be degraded to some extent by weather fronts,

temperature inversions, and other dynamic coastal weather phenomena. Figure 7.45

represents the result from ray-tracing and the residuals are smaller than those for

UNB3.

Figure 7.45: Double differenced tropospheric estimates by ray-tracing by RUC20
NWP

The ray-tracing method is beneficial in terms of reducing the tropospheric errors

203



as an independent source of mitigation method. On the practical side for GNSS data

processing, however, ray-tracing has limitations in its use since it is computationally

quite demanding. In addition, the current resolution of NWP is more than 10 km

which is probably not feasible to use to achieve the goal of this research. However,

the NWP provide a great tool to investigate the atmospheric phenomena with a

purely mathematical form.

Overall performance of the two tropospheric models shows similar patterns for the

processed data sets. For most of the cases in this test, the performance of ray-tracing

was more beneficial than UNB3 model in reducing the tropospheric delays and decor-

relating the height component. Although the mean values are reduced significantly,

the dispersions do not change a lot. One possible reason for the reduction is that the

effectiveness of the UNB3 model as well as other model-based mitigation approaches

may be degraded to some extent by weather fronts, temperature inversions, and other

dynamic coastal weather phenomena. Range difference tests revealed that there are

still biases and uncertainties in the solution which may be due to the other effects

such as multipath etc.

7.4 Summary

This chapter evaluated the proposed methodology from a few baseline data. Data

from a severe troposphere anomaly to typical humid data have been reprocessed to

confirm the methodology. Although the height estimate is approximately 1.5 ∼ 3

times worse than the horizontal one due to non-satellite data below the horizon,

the solution of this combined approach shows an improvement esp. for the height

component, similar to that reported by Kim and Langley [2008] and Li et al. [2010].
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In a static case, the proposed methodology with “optimal” weighting parameter

provides a dramatic improvement in the height estimate where the height uncertain-

ties of 4 cm go down to 0.8 cm level with ideal weighting parameters. Significantly,

the period of the anomaly has been nearly solved with the height estimates using

the proposed methodology with the post-analysis method as well as an epoch-wise

kinematic solution.

High-precision kinematic positioning is often challenging. The proposed method-

ology is further tested on a few of data sets to confirm whether helps in kinematic

situation or not. Although the test is based on the post-processed platform, the

developed software was tested with the Caribbean data as well as a moving vessel.

In summary, the new methodology showed a significant improvement in a static

case with proper weighting parameters where the overall rms of 4 cm reduced to 0.8

cm (nearly a 82% improvement) with certain conditions. This means that there must

be a certain value at each epoch which can efficiently decorrelate the two common

zenith-dependent parameters. In a kinematic scenario, the weighting parameter has

been determined using the residual analysis. Overall, the performance on the height

component could be seen to have improved by up to 20% (4 cm to 3 cm).

In addition, the potential application using NWP for a long baseline to mitigate

the troposphere error is also evaluated.
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Chapter 8

Conclusions

The main goal of this research has been to resolve the height position uncertain-

ties during a severe troposphere anomaly. The combined approach proposed in this

dissertation (which is not dependent on any external input such as meteorological

data) is based on the combination of the common correlated parameters; the height

and the troposphere delay parameter.

As the tropospheric delay and the resultant height component are both zenith

dependent above 20◦ elevation angle, that may cause an ill-conditioned case in the

normal equations. Those two parameters need to be correctly distinguishable in

order to achieve better coordinate solutions. The method is to de-correlate those

parameters using different weighting parameters either on the tropospheric delay

parameter or on the height component.

The assumption behind the combined method is that the observables are made

available in both L1 and L2 (from a dual frequency receiver). To examine the

feasibility of this method, anomalous data collected in Southern Texas, USA and

COCONet data in Carribean Network as well as data from a moving platform over
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a baseline length of less than 10 km were reprocessed.

In order to perform the test, an epoch-wise relative positioning software package

has been developed to further analyze the methodology. Consequently, the position-

ing solution from the new proposed parameter is tested, evaluated, and compared

with that from the conventional estimation method. The feasibility of the proposed

method has been examined to see whether it is resistant to the anomalous tropo-

spheric case or not. As proposed, new α and ζ coefficients were introduced for

combining and decorrelating the cross dependent parameters. If the coefficient is

properly selected, the combined zenith-dependent parameter improves the position-

ing solution especially during a local tropospheric anomaly effect.

In a static case, the analysis shows that the coordinate solution in the severe tropo-

sphere anomaly example in Texas can be dramatically improved when the weighting

parameter is determined well. The overall rms of the height estimates in this case

was reduced from 4 cm to 0.8 cm, which corresponds to around 80% improvement.

Therefore, the hypothesis in this dissertation was supported by the results. This also

implies that there must be a certain optimal value which can decorrelate the two

common zenith-dependent parameters to achieve better solution. This methodology

may be especially useful in further analysis of static data to identify the decorrela-

tion parameter in other important applications. In summary, when the weighting

parameter has been determined well, a sample static result has revealed that the

corresponding coordinate solution can be changed a great deal and converge to the

known positioning solution.

There are many different ways to determine the weighting coefficients. In a kine-

matic scenario, the weighting parameters has been determined based on the residual
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analysis. The residuals have been decomposed into two different components to de-

termine the weighting parameter: frequency-dependent and frequency-independent

components. The troposphere is of the frequency-independent domain in GNSS

signals, and this characteristic is further used as a weighting scheme through the

residual analysis. All data were reprocessed to obtain epoch-by-epoch kinematic po-

sitioning to test the methodology. Once the frequency-independent component in

the residual analysis reaches over 20 ppm, it was assumed that the troposphere is

dominant effect and the developed combined approach was employed.

For the severe tropospheric anomaly data in Texas, the overall result in a kine-

matic scenario showed that the improvement was not as much as the static case,

however, the improvement could be still seen especially during a humid period. The

improvement of up to 20% could be seen (rms: 4 cm to 3 cm) from the combined

approach. The northing and easting components using the proposed method are

marginally improved.

For the COCONet Caribbean data, the overall precision based on the combined

approach showed that the rms of 5.6 cm was reduced to 4.9 cm for the baseline

NWBL-OLVN. For the baseline NWBL-GERD, the overall rms was reduced from

4.0 cm to 3.2 cm.

Data from a moving platform were also reprocessed using the developed software

platform. The coordinate results from the developed software and from the RTKLib

software are compared. This confirms the performance of the developed software.

The ferry data were processed when the ferry closely approached the port, and when

it left port. CGSJ was fixed as a reference site. Compared to the RTKLib software,

the overall coordinate solutions of the developed software platform in this research
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showed better performance in the moving platform of the ferry. Most of the residuals

for the processed data were within 0.5 cycles or less, however, an overall improvement

for the combined approach could not be seen in this case. Only a few epochs in the

trajectory data were affected by the combined approach. Assuming the attitude of

the moving ferry was not abruptly changed, the height solution from the developed

combined approach is considered to show a more accurate result.

In summary, the developed combined approach is an effective means of minimizing

the correlation problem between the height and the tropospheric delay parameters.

The overall improvement in the positioning domain shows that the bias and stan-

dard deviation of the height component are reduced. By introducing the method-

ology with the new weighting scheme to de-correlate the height and tropospheric

parameters for the purpose of mitigating the mis-modeled tropospheric delay, height

positioning improvement of up to 20% can be achieved, even in a kinematic situation.

In addition, degradation of the height component during the troposphere anomaly

in the conventional approach mostly disappears which was the original motivation

of this research.
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Chapter 9

Further Direction

The methodology proposed in this dissertation provides a number of different as-

pect in the analysis of GNSS data sets in terms of position estimation. Especially, the

vertical component and the troposphere parameter can be combined together and

they can be controlled by a weighting parameter, or simply a scale factor. Once the

weighting parameter is determined well, it reveals that the vertical position shows a

dramatic improvement. In a kinematic scenario, it still shows improvement but not

as much as the static case with the optimally determined weighting parameters. It

means that the precision of the coordinate solutions by the combined approach are

strongly dependent on the determination of the weighting parameter. In a kinematic

scenario, to solve for the parameter, the residual analysis must have been conducted.

Overall, the methodology reveals that the decorrelation between the height and the

troposphere parameter is successful especially during a severe troposphere anomaly

at one of the GNSS receivers. However, even if most of the unmodeled tropospheric

delay can be eliminated by the combined approach with proper weighting, most

epochs do not show much of an improvement in the positioning solution unlike the

static scenario which can allow us to determine the optimal weighting parameters.
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This issue may be from the partial failure of determining the proper weighting pa-

rameter to decorrelate those two parameters.

While the developed combined approach and analysis of the data presented in this

dissertation can cover a range of topics, there are further research avenues that must

be pursued. Some of these include:

• Testing and derivation of the best set of weighting parameters based on the

amount of tropospheric anomaly data. The Texas storm data was the only

data set for the severe troposphere event examined in this research. With

more data sets with severe weather conditions with a number of independent

clues, the choice of the weighting parameters can be made more precise and

can be generalized. Areas to examine are:

– Calculation of the weighting parameters based on different DOPs, correla-

tion coefficients, or posteriori variances, residual troposphere observables,

and so on,

– Determination of the weighting parameters based on the external weather

data, especially NWPs or radiosondes,

– A more comprehensive study to make the best functional form of the

weighting parameters which can be generally applied for under a variety

of conditions in the data sets,

– A more comprehensive study to separate the frequency-independent com-

ponent in the positioning residuals, in a static and also in a moving plat-

form environment.

• Comprehensive analysis and evaluation. The analysis of the combined ap-

proach in this dissertation was mainly based on the position domain only.

Areas to thoroughly examine are:
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– Test and analysis of the improvement in the measurement domain,

– Analysis of the impact on the ambiguity resolution and success rate,

– Development of the combined approach with multiple frequencies and

PPP.

• Analysis using a wide range of simulation data, e.g. from a hardware simulator.

The troposphere anomaly happens from time to time but collecting the relevant

data sets to examine is quite challenging. To further study the area, the best

way might be to simulate the relevant data sets. As the research is towards

cm to mm level accuracy, the simulation has to be fine-tuned from the error-

free setting and must apply the relevant but known tropospheric delay in the

simulator.

• Analysis of a variety of moving platforms. The analysis presented in this

dissertation is based on the post processed kinematic processing. Once the best

set or the definitive functional form of the weighting parameters are determined,

the effectiveness of the methodology might be checked with a moving platform

in real time.

A number of important recommendations given above are indicating that this dis-

sertation is the starting point of the combined approach to the determination of

the optimal weighting parameters which may be based on methodologies presented

above. Overall, the results from the combined approach presented in this disser-

tation reveal improvements especially under a severe troposphere anomaly, as well

as a humid environment. Therefore, the recommendations described above must be

sound, further research topics.
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· Ahn, Y. W., D. Kim and P. Dare (2008), Estimation of Troposphere Decorrelation
Using the Combined Zenith-dependent Parameter, paper presented at Conference
of ION GNSS 2008, Savannah, GA, USA.

· Ahn, Y. W., D. Kim, and P. Dare (2007), Positioning Impacts from Imbalanced
Atmospheric GPS Network Errors, paper presented at Conference of ION GNSS
2007, Fort Worth, TX, USA.

· Ahn, Y. W., D. Kim, and P. Dare (2006), Local Tropospheric Anomaly Effects on
GPS RTK Performance, paper presented at Conference of ION GNSS 2006, Fort
Worth, TX, USA.

· Ahn, Y. W., D. Kim, P. Dare, and R. Langley (2005), Long Baseline GPS RTK
performance in a Marine Environment using NWP Ray-Tracing Technique under
Varying Tropospheric Conditions, paper presented at Conference of ION GNSS
2005, Long Beach, CA, USA.

Trained Skills Relevant to Research:
· SPIRENTTM GNSS Hardware Simulator with SimGEN Software, SPIRENT Com-

munication Ltd., Boston, MA, USA, in 2007.
· BERNESE GNSS Software, Astronomical Institute of the University of Berne

(AIUB), Bern, Switzerland, in 2005.


