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ABSTRACT 

 

Carrier-phase multipath mitigation in GPS/GNSS real-time kinematic (RTK) mode has 

been studied for several years, at least since on-the-fly ambiguity resolution techniques 

were introduced, and receiver hardware improvements to the point that GNSS RTK-

based systems provide position estimates at the mm to cm-level accuracy in real-time. 

 

This level of accuracy has heralded a new era of applications where the use of GNSS 

RTK-based techniques have become a very practical navigation tool, especially in the 

fields of machine automation, industrial metrology, control, and robotics. 

 

 However, this incredible surge in accuracy tied with real-time capabilities comes with a 

cost: one must also ensure continuity, and integrity (safety). Typical users of these 

systems do not expect heavy machinery, guided and/or controlled by GNSS-based 

systems, to output erroneous solutions even in challenging multipath environments. 

 

 In multipath-rich scenarios, phase-multipath reflections can seriously degrade the RTK 

solutions, and in worst scenarios, integer fixed solutions are no longer available. This 

dissertation intends to deal with these scenarios, where the rover algorithms should deal 

with multiple reflections and, in real-time, be able to ameliorate/mitigate their effect.  
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 GNSS-based heading/attitude is usually obtained combining the data from two or more 

antennas (also known as a moving baseline). Many companies provide commercial 

systems based on this technique, hence this dissertation finds its main applicability here.  

 

Typical heavy construction machinery includes dozers, motor-graders, excavators, 

scrappers, etc., which are being equipped more frequently with GNSS dual-antenna 

systems to provide positioning and orientation information to the operator. We have not 

used and collected data from one of these machines, although the author has worked 

extensively with such machinery and their GNSS-based systems. However, the theory 

developed throughout this dissertation and the proof of concept through controlled tests 

that mimic the machinery/installed GNSS dual-antenna systems, are the basis of this 

dissertation.  

 

Moreover the algorithms developed here are meant to be used independently from the 

receiver hardware, as well as from GNSS signals. Hence GLONASS, and/or Galileo 

signals can be processed too. This dissertation is based on the fundamental relationship 

between multiple multipath reflections from close-by strong reflections, and their effect 

on GNSS RTK-based dual-antenna systems.  

 

 Two questions were answered: Firstly, is it possible to retrieve strong multipath 

reflectors in kinematic applications? Second, once these strong reflectors are correctly 

identified, how accurate/reliable are the corrections to the raw carrier-phase multipath, 

knowing that the host platform performs unpredictable manoeuvres? 
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 Based on the results, we can conclude that it is possible to estimate in real-time 

multipath parameters based on a strong effective reflector. In most of the tests it takes at 

least 2 minutes to obtain initial values (after Kalman filter convergence). 

 

 Once they are determined, multipath corrections can be determined straightforwardly for 

each satellite being tracked, as long as there are no cycle-slips (mostly due to the 

combination of the machinery high dynamics, especially within the areas where antennas 

are located, and the machinery itself blocking momentarily satellite signals). 
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 1 

1 Introduction 

 

This dissertation presents a novel approach to deal with carrier-phase multipath 

reflections in kinematic applications, particularly in GNSS RTK-based dual-antenna 

systems. These systems are typically employed in scenarios where strong multipath and 

blockages, and high platform dynamics (or variable dynamics) are very common. 

 

 This first chapter outlines research performed within the scientific and industrial 

community to ameliorate the effect of phase multipath (C/A-code multipath is 

acknowledged as well due to its obvious intrinsic relationship with phase multipath).  

 

Even though this dissertation is based on specific dual-antenna phase multipath 

mitigation for kinematic scenarios, a thorough description of different methods covering 

a broad spectrum of applications will be made, and their limitations will be identified. 

Based on that, the original contribution of this dissertation will be explained with support 

coming out from the several simulated and real-live signal data sets used throughout 

these studies. Finally, the dissertation overview is given. 

 

1.1. Limitations of Previous Work 

 

 Multipath propagation of the GPS signal is a dominant source of error in differential 

positioning. Objects in the vicinity of a receiver antenna (notably the ground) can easily 
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reflect GPS signals, resulting in one or more secondary propagation paths. These 

secondary-path signals, which are superimposed on the desired direct-path signal, always 

have a longer propagation time and can significantly distort the amplitude and phase of 

the direct-path signal. A simple graphical explanation on how multipath contaminates the 

original signal, just thinking of the C/A-code, is given in the next 2 figures. 

 

 

Figure 1.1: Effect of Multipath on C/A-Code cross-correlation function, that is, 

constructive and in-phase (redrawn from Borre et al. [1994]) 
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In an idealistically multipath-free environment, there would be no secondary paths, only 

direct paths, thus the multipath range error would be zero based on the correct and 

undistorted cross-correlation peak (ideally without thermal noise as well). 

 

 In real-life scenarios, however, with multiple reflections from near and far away 

reflectors, the resulting cross-correlation peak will now have, at best, two superimposed 

components, one from the direct path and one from the secondary path. 

 

 The resultant peak is a function with a distortion depending on the relative amplitude, 

delay, and phase of the secondary path. There are two possibilities: 

 

• For a constructive secondary path we end up with a positive range error depicted 

in Figure 1.1 

• For a destructive secondary path, Figure 1.2, we end up with a negative range 

error. 
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Figure 1.2: Effect of Multipath on C/A-Code cross-correlation function, that is, 

destructive and anti-phase (redrawn from Borre et al. [1994]) 

 

 More important for precise differential positioning, phase-multipath remains the single-

most important source of error in short baseline kinematic GNSS and in most network 

real-time kinematic applications. Driving down multipath errors is probably the most 

important objective of current research into the use of GNSS for machine 

automation/construction and engineering applications, as it is for heading/attitude 

determination from GNSS. 
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Most of the original research done in this area, especially during the beginning of true 

GPS real-time kinematic techniques throughout the 1990s, did not really differentiate 

between static and kinematic multipath mitigation techniques. 

 

 In fact, much of the research done in these days using the GNSS phase observable still 

does not reflect that fact even though it would be logical to do so due to a better 

understanding of phase-multipath dynamic behavior. Nevertheless, and from a practical 

point of view, the majority of phase-multipath mitigation techniques within receivers, in 

theory, should be the same regardless of the user platform dynamics (here one does not 

include dedicated geodetic-quality receivers used for permanent reference stations). 

 

 With some adaptations, the receiver firmware should be flexible enough so that the 

multipath mitigation algorithms automatically detect a variation in the receiver dynamics 

and the consequential phase-multipath change. Hence, this reflects much of the research 

done nowadays, in particular in adaptive stochastic modeling theory, and in general 

dynamic filtering fine-tuning. Moreover, MEMS IMU sensors could also be used to 

detect dynamics variation, for short periods, due to their high sensing-rate and short 

latency [Geng et al., 2007]. 

 

 Therefore, I will provide a historical list of major mitigation techniques that conceptually 

reflect all the “stakeholders” involved in any phase-multipath signal 

processing/mitigation technique, and their intrinsic limitations. They include receiver and 

antenna hardware, software (algorithms), techniques for specific application (including 
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GNSS multi-antenna systems, attitude, multi-sensor fusion, etc.), and multipath 

propagation modeling. All these techniques can be ordered in the following way: 

 

 1.1.1 Multipath Mitigation Developments in Receiver (Time-Domain 

Processing)  

 

Receiver manufacturers have developed most of the practical approaches. However they 

are often reluctant, for commercial, competitive, and intellectual property reasons, to 

explicitly reveal their methods. Despite that, many of the historical receiver multipath 

mitigation techniques were published in some seminal articles described below. 

 

Narrow-Correlator Technology 

 

The first significant means to reduce GPS multipath effects by receiver processing made 

its debut in the early 1990s. Until that time, most receivers had been designed to use 1.0 

chip early-late correlator spacing in the implementation of delay-lock loops (DLLs). 

 

 The paper by Van Dierendonck et al. [1994] demonstrates that noise reduction is 

achieved with narrower correlator spacing (thus the widely used term narrow-correlator 

technique) because the noise components of the early and late signals are correlated and 

tend to cancel, provided that early and late processing is simultaneous (not dithered). 

Also included in the narrow correlator concept is the fact that a receiver higher front-end 
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bandwidth is employed so that there can be higher sampling which enables the narrow 

spacing. 

 

Multipath effects are reduced because the DLL discriminator is less distorted by the 

delayed multipath signal (as depicted in Figures 1.1 and 1.2).  

Correlation Function Shape-Based Methods 

 

Still in the 1990s, and after the successful implementation of the narrow-correlator 

technique, researchers continued working on ways of understanding and reducing 

distorted-shape correlation functions due to secondary path signals. A study, and 

subsequent article [Townsend et al., 1995], revealed a new technique to determine the 

parameters of the multipath model from the shape of the correlation function. This 

technique, the multipath estimating delay lock loop or MEDDL, estimates both line-of-

sight and multipath signal parameters, thereby reducing the influence of the multipath 

signals on the code and carrier estimates of the direct-path signal.  

 

The limitation in this technique arises from the practical difficulty in attempting to map 

each measured shape into a corresponding direct-path delay estimate. Even in simple 

cases (just two signals, direct and one secondary path signal), a large number of 

correlation function shapes must be handled. Nevertheless, this article is quite important 

in the sense that it specifically addresses carrier-phase multipath mitigation. 

 



 

 8 

Maximum-Likelihood Multipath Estimation 

 

One of the most notorious approaches to time-domain multipath mitigation within 

receiver technology is called multipath mitigation technology (MMT), and is 

incorporated in a number of GPS receivers manufactured by the Canadian company 

NovAtel with the name Vision Correlator [Fenton and Jones, 2005].  

 

The MMT algorithm was actually developed by Larry Weill and Ben Fisher [Weill and 

Fisher, 1996], and is an optimized maximal likelihood process that attempts to estimate 

the “best fit” of the vision correlator vector (an array containing pulse-shape information 

given by [ ]θτ ,, A , where τ  represents time offset of code delay, A  represents the 

amplitude, and θ  represents the carrier-phase angle) with multiple versions of the 

reference function, i.e., the vision correlator vector representing the line-of-sight signal. 

 

The limitation in the MMT technique, as in many original receiver-dedicated multipath 

techniques, is that it reaches the theoretical performance limits, albeit being able to 

improve short-delay carrier-phase multipath. Still, in articles depicting this technique, it is 

acknowledge that MMT cannot deal with multipath delays of up to one meter so common 

in GNSS-positioned machines with multiple parts. 

 

Maximal likelihood theory is relatively straightforward, however its implementation at 

(GNSS) receiver level is quite cumbersome and it derives considerable receiver memory 

and power, although with today’s GNSS receiver hardware, these are not major limiting 
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factors (at least for high-end receivers). However, Sahmoudi and Landry [2008] have 

derived a new approach dubbed fast iterative maximum-likelihood algorithm (FIMLA) 

that optimizes the maximum likelihood receiver implementation using the GNSS signal 

model structure and the spreading code periodicity. 

 

 So far (as of 2013) this is the ongoing trend in time-domain multipath mitigation 

techniques, that is, many receiver implementation developments using all the power 

brought by cheaper and better software, and hardware receivers.  

 

Multi-Antenna Arrays 

 

As explained above, GNSS commercial companies make heavy investments in novel 

digital signal processing (DSP) techniques and hardware to improve their receiver-

immunity to multipath signals, thus unsurprisingly they do not reveal or publish anything 

about the algorithms, at least in the early stages of commercialization. Therefore, 

academic research tended to develop smart and flexible solutions not dependent on the 

chosen hardware.  

 

Use of multiple GNSS antennas is quite common in several dynamic applications where 

GNSS-based attitude systems are one example (civil applications), and GNSS phased-

array antennas for anti-jamming mostly used in electronic warfare. 
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Figure 1.3: GPS Multi-Antenna Array (Navsys high gain portable GPS antenna array – 

HAGR – taken from Brown and Silva [1994]) 

 

Using an array of very closely-spaced antennas (Figure 1.3) and assuming that multipath 

signals are heavily correlated among the different antennas is also used as a means to 

mitigate phase-multipath. An original work has been developed around this idea [Ray et 

al., 1998], where the correlated nature of multipath, along with the known geometry 

among the antennas, are used with the relative carrier phase differences to aid in the 

extraction of the direct carrier phase from the multipath-corrupted carrier-phase 

measurement. 
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One of the limitations in this approach is that it is only intended for static carrier-phase 

multipath mitigation. Moreover, and in order to guarantee observability in the estimation 

of the multipath parameters, it is necessary to have an array of at least five “patch” 

antennas placed very close to each other. This can be quite impractical in some 

applications and platforms, not to mention an increase in hardware cost and complexity. 

 

 Probably the biggest limitation in this approach might be the fact that phase multipath is 

highly dependent on the antenna site position, thus even if the antennas are rather closely 

spaced together, one should still expect some multipath decorrelation in between the 

array of antennas. However, this original work, despite its inherent limitation in being 

employed in dynamic applications, provided to a great extent some of the background of 

this dissertation as it will be seen later on. 

 

 1.1.2 Multipath Mitigation Based on Multi-Sensor Fusion 

 

The rationale behind the integration of measurements from different sensors and GPS is 

that some sensors, like inertial ones, are immune to external signal corruption sources. 

This is very important, especially in GPS-based navigation techniques in critical 

applications, where signals are potentially corrupted by intentional/unintentional 

jamming, multipath and attenuation, and loss-of-lock due to high dynamic maneuvers. 

Inertial sensor measurements are virtually immune to these perturbations. 
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However, there are some strong limitations in this approach. Firstly, most of the research 

carried out in this area deals with systems using C/A-code observables, mostly for 

urban/indoor navigation where meter-level accuracy is sufficient. Hence, it is unknown to 

a large extent the real benefits in using GPS and inertial navigation system (INS) 

integration for phase-multipath mitigation. Moreover, despite inertial measurements 

having larger bandwidths and resolution when compared to GPS signals, they are not 

accurate and stable enough (at least for affordable inertial sensors) to be able to detect 

and extract GPS phase-multipath signals. 

 

 1.1.3 Weighting and SNR Models for Multipath Mitigation  

 

Other software-based carrier-phase multipath mitigation techniques rely on the signal-to-

noise ratio (SNR) observable. Usually this observable is mostly used to weight code 

pseudoranges, however due to the dependability of the SNR observable on the quality of 

the receiver-generated measurements it is quite reasonable to use it as a means to 

ameliorate noise and phase-multipath adaptively. 

 

 This can be accomplished by using straight-forward SNR measurements to develop 

covariance matrices weighting models. The article by Comp and Axelrad [1996] explains 

how this observable is used to adaptively estimate the spectral parameters (frequency, 

amplitude, phase offset) of multipath in the associated SNR, and then in constructing a 

profile of the multipath error in the carrier-phase. The foundation of this technique 

centers on the following equation (Equation 1.1), where !"  is the phase-delay caused by 
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multipath, 0Aiα is the multipath amplitude fluctuation, and iψ  is the multipath phase-

offset due to the ith of n reflections. 

 

    !" #
$ iA0 sin(% i )

i

n

&

A0Aa + $ iA0 cos(% i )
i

n

&
        (1.1) 

 

This equation, as will become clear in further chapters, is fundamental throughout this 

dissertation as it provides part of the theoretical background for the dual-antenna system 

phase-multipath observable developed. Here, it relates with the SNR observable in the 

form of the following equation, as the phase-multipath fluctuations in the SNR are 

modeled as sinusoids: 

 

    ( )∑ +=
n

i
iimp tAtSNR υψα )(cos)( 0        (1.2) 

 

where υ  represents the remaining un-modeled errors not related to multipath. The 

limitation in this approach is also, in a way, one of its biggest advantages; i.e., the SNR 

observable is less sensitive to platform motion than the differential phase measurements, 

making it suitable for high-dynamic vehicles. However, being less sensitive to signal-

embedded dynamics makes SNR also less sensitive to sudden changes in the multipath 

signal dynamics, thus making this approach impractical in many GPS-based machine 

automation scenarios. 
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 Another limitation is a fact well depicted in a private memo by Collins et al. [1999]. In 

this memo, we can see that the receiver-generated SNR values may have different 

formulations to provide meaningful output quantities, depending on the receiver 

manufacturer. 

 

 1.1.4 Electromagnetic Propagation Modeling for Multipath Analysis and 

Ray-Tracing 

 

The computational electromagnetic modeling technique is a powerful tool to solve 

electromagnetic problems as they estimate the solution to a problem based on a full-wave 

analysis. Modeling can be used to study the propagation of GNSS signals as well, as seen 

in Figure 1.4, where computer-aided design (CAD) tools are used to propagate the 

electromagnetic systems based on the relationship between the electromagnetic signals 

orientation, and the modeled buildings, blockages, and reflectors geometry. 

 

The geometrical theory of diffraction (GTD)/uniform theory of diffraction (UTD) are one 

of the electro-magnetic (EM) modeling techniques. The GTD technique provides a high 

frequency approximation solution of Maxwell’s equations to the electromagnetic fields 

including direct, reflected and diffracted signals [McNamara et al., 1990]. 

 

 This method is suitable for the case when the dimensions of objects being analyzed are 

large relative to the wavelength of the field. Detailed geometry information is required 

before giving out the solution. The difference between (GTD) and (UTD) is that the later 
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method implements the improvements to the diffraction coefficients of the former 

method.  

 

 

 

Figure 1.4: Ray-tracing CAD model of direct and secondary propagation paths of 

different satellites (www.awe-communications.com) 

 

Because of the size of buildings and other man-made structures compared to the 

corresponding wavelength of wireless frequencies, direct numerical solvers of Maxwell’s 

equations, such as the finite element and finite difference methods, involve too many 

unknowns to feasibly estimate in real time. 
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Dealing with multiple reflectors, using the technique of ray-tracing, is in principle simply 

a matter of modeling the received waveform as the sum of the responses from the 

different paths rather than just two paths. However, finding the magnitude and phase of 

these responses is no simple task, thus this technique to develop multipath maps based on 

EM propagation and ray-tracing techniques is quite useful in research and planning of 

wireless systems, but impractical for real-time precise GNSS applications. 

 

 1.1.5 Multipath Mitigation Using Spatial Processing Techniques  

 

This introductory chapter, albeit describing hardware and software-based multipath 

mitigation techniques using DSP techniques and algorithms, would not be complete 

without mentioning simple spatial techniques. Therefore, for the sake of completeness, a 

brief overview of these techniques will be given. 

 

Antenna Location Strategy 

 

This is perhaps the simplest form of spatial processing to position the antenna where it is 

less susceptible to receiving multipath reflections. However, this is a technique with a 

very limited applicability in dynamic applications due to the constant change in 

environment. 

 

Ground-plane and Choke-Ring Antennas 
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The most common form of spatial processing is an antenna designed to attenuate signals 

reflected from the ground or arriving at low elevation angles, like most commercial GPS 

antennas do nowadays. Nevertheless, this simple antenna design cannot prevent that 

wave fronts arrive at the ground plane disk edge from below inducing surface waves on 

the top of the disk that then travel to the antenna element and inflict serious multipath 

contamination. 

 

 The most well-known way of eliminating this effect is using the so-called choke-ring 

antennas. However, their size, weight and cost makes it rather prohibitive to be used in 

virtually all dynamic applications, especially in machine automation where hardware is 

subject to very harsh conditions. 

 

 NovAtel once again innovated in this area by developing (and patenting) an antenna with 

a multipath mitigation performance similar to one achieved with a choke-ring antenna, 

however with much reduced size and weight, dubbed pinwheel antenna [Kunysz, 2000]. 

 

Directive Arrays 

 

Antenna arrays form a highly directive spatial response pattern with an obvious high gain 

in the direction of the direct path signal and attenuation in the other remaining directions 

from which secondary-path signals may arrive. Directive arrays are not affordable and 

are often impractical because it is almost impossible to detect all the possible scenarios of 
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gain and attenuation for all different satellite signals especially when the host platform is 

moving. 

 

1.2 Objectives 

 

The overall goal of my research was to develop a complete and novel phase-multipath 

mitigation technique, which can be used efficiently in real-time kinematic applications, 

independent of the manufacturer hardware (although as mentioned before, based on 

common dual-antenna systems). 

 

 The rationale behind this work is that the technique should be simple and flexible 

enough to be used in any automation and guidance application regardless of the platform. 

And at the same time, it should provide realistic phase-multipath corrections to the raw 

observations without losing throughput capabilities. 

 

 This means that the multipath mitigation algorithms should be able to provide accurate 

corrections with reasonable short-time latency. In order to achieve these objectives, this 

research was phased in the following steps: 

 

1. The development and assessment of observables that physically represent or mimic the 

behavior of signal multipath in real-live scenarios such as GPS-based machine guidance 

in urban or construction environments; 
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2. The correlation of those observables with the vehicle dynamics, and the identification 

of the source and kind of reflectors originating the signal phase-multipath error 

characteristics; 

 

3. Develop a strategy, in this case the so-called MIMICS (Multipath Profile from 

Between Receiver Dynamics) technique, using the information gathered in the two 

previous steps to process the signals in real time (or in near real time), in order to 

improve the positioning navigations results; 

 

4. Create validation methods to clearly assess if this strategy is as successful as planned. 

As with any other science field, a lot of resources should be allocated to this part in order 

to improve the strategy or correct misconceptions. This included analysis of data from 

different broad scenarios, both simulated and real-live signals, and obviously the use of 

comparison methods with ground truth references. 

 

1.3 Original Contribution 

 

This dissertation clearly innovates in a quite recent field of GNSS-based applications, 

where due to its real-time nature a high-level of accuracy and reliability is necessary. 

This may include dual-antenna machine guidance systems found in the construction and 

mining industries for the guidance of dozers, motor graders, excavators, scrapers as well 
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as in agricultural applications for the guidance of tractors and harvesters. A shipyard 

crane-guidance system is another field of application. 

 

A few phase-multipath mitigation techniques, from which this dissertation evolves, were 

previously described. Such techniques include the mitigation of static carrier-phase 

multipath using an array of closely spaced antennas [Ray et al., 1998], and the use of 

adaptive SNR-based carrier-phase multipath mitigation techniques [Comp and Axelrad, 

1996]. 

 

 The major contribution of this dissertation is that it takes the inputs of these two 

techniques and merges them in a synergistic way and overcomes their individual 

limitations. This means that in this novel technique, which to the best of my knowledge is 

thus far unique, phase-multipath mitigation can be carried out in real-time applications, 

independently of the platform, the hardware, and platform dynamics, and using only two 

GPS antennas. 

 

 Moreover, the background algorithm to mitigate static/kinematic phase multipath does 

not rely on derived observables that may mask true phase-multipath signals, but rather it 

relies only on the raw multipath-contaminated carrier-phase observable. To the best of 

my knowledge, including techniques from industrial and academic institutions, this is the 

only technique performing this kind phase-multipath processing. 
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Secondly, and during the development of this novel technique, the author realized that 

most of the understanding (and thus the processing) of phase-multipath signals in 

multiple dynamic scenarios relies on a rather original stochastic concept developed by 

Kim and Langley [2002] called quasi-random errors: 

 “[T]hey have temporal and spatial characteristics which are more or less quasi-random. 

To detect and remove quasi-random errors, they must be handled using a rigorous 

mathematical approach to isolate their effects from parameter estimates.” 

 

 In this dissertation, original adaptive stochastic software algorithms were developed for 

real-time purposes, which reflect and can typically handle the phase-multipath “quasi-

random” behavior due to multiple reflections and random platform dynamics.  

 

1.4 Data Analyzed 

 

Knowing that the description of the spectrum of GNSS multipath in phased-array 

antennas and the inherent modeling is quite a hefty task (although very important to many 

applications benefiting from the attempt to remove/ameliorate multipath errors, as well as 

other research areas such as anti-jamming and interference detection systems), we 

developed several techniques, methodologies, and dedicated hardware components to 

simulate, collect, and analyze the required data that can be useful in all these research 

areas. 
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These techniques and methodologies originated the following software, hardware, 

methodologies, and results: 

 

1. Phased-array antenna multipath simulation (where, in this study, only two 

antennas are used and in same plane, but that can be changed according to the 

simulation scenario), which includes choice of antenna random motion and 

relative geometry, plus the distance, elevation angle and azimuth for up to 4 major 

multipath (specular) reflectors.  

 

2. Development of a 3-axial, six degrees of freedom, motion table to collect 

multipath data in a GNSS-based attitude system (using 4 antennas). Although this 

table, quite complex and powerful, was developed in the scope of a different 

project, it had an immense impact on the understanding of how such systems 

behave in the presence of strong multipath reflectors. 

 

3. Adaptation of the motion table to a simple dual-antenna motion table system 

where it is possible to simulate multiple random motions between only two 

closely-space antennas. Moreover this platform was integrated (with variable 

distance length) with a large specular “thin-foiled” reflector allowing the study of 

specular reflectors in the vicinity of the GNSS antennas. 

 

4. Development of simulation methodologies, mostly related to multiple platform 

realistic dynamics simulation in face of severe multipath reflections, such as 
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experienced by vehicles in urban canyons, to be used with a GNSS hardware 

simulator. 

 

5. Use of all the information gathered throughout software/hardware simulations, 

and real-live signal data with meaconing (forced multipath reflector). Therefore, 

based on the previous developments mimic those scenarios collecting data on a 

vehicle with a GNSS-based dual-antenna system navigating close to effective 

strong reflectors. 

 

1.5 Thesis Outline 

 

Chapter 2 discusses the fundamentals of global navigation satellite systems (GNSS) 

where an introduction to some concepts related to Galileo signal structure and services is 

made due to its already and foreseen availability. This is rather important because, as 

explained before, this dissertation relies on a technique that should be independent from 

the hardware in use and, in theory, from the carrier-phase signals employed. 

 

 Albeit developed for GPS signals, there is nothing that hinders the extension and use of 

this dissertation work for Galileo carrier-phase signals (or GLONASS or some other 

GNSS for that matter). An overview of optimal estimation methods and filtering 

techniques will be covered as well as an introduction to some of the algorithms developed 

throughout this dissertation. 

 



 

 24 

Chapter 3 covers in more detail the description of multipath signals and spectra, and the 

physical relationship of carrier-phase multipath in multiple GPS antennas. And finally an 

introduction is made to between-antenns multipath observables derivation. 

 

Chapter 4 describes the MIMICS technique as a basis of this dissertation. A detailed 

description of its mathematical formulation and derivation is provided. The use of carrier-

phase higher-order range dynamics will be overviewed from the dynamic application 

point-of-view. 

 

Chapter 5 covers in detail the mathematics behind phase-multipath adaptive estimation, 

adaptive stochastic modeling and its implementation on real-time software algorithms. 

The intrinsic relationship between multipath mitigation calculations and its latency will 

be analyzed.  

 

Chapter 6 describes, by order, all the tests performed throughout this work, from software 

simulations to hardware simulations, to real-live signal tests. The application of the 

MIMICS algorithms to mitigate multipath signals with a series of real-live signal 

scenarios and results are then presented and discussed. 

 

Chapter 7 draws conclusions from this work, and presents recommendations for future 

work.    
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2 GNSS Signal Fundamentals 

 

2.1 GNSS Signals 

 

The GNSS satellites continuously transmit navigation signals in two or more frequencies 

in L band. These signals contain ranging codes and navigation data to allow the users to 

compute the travelling time from satellite to receiver, and the satellite coordinates at any 

epoch. The main signal components are described as follows: 

 

1. Carrier: Radio frequency sinusoidal signal at a given frequency; 

 

2. Ranging code: Sequences of 0s and 1s (zeroes and ones), which allow the 

receiver to determine the travel time of radio signal from satellite to receiver. 

They are called Pseudo-Random Noise (PRN) sequences or PRN codes; 

 

3. Navigation data: A binary-coded message providing information on the satellite 

ephemeris (Keplerian elements for GPS, or satellite position and velocity for 

GLONASS), clock bias parameters, almanac (with a reduced accuracy ephemeris 

data set), satellite health status, and other complementary information. 
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Figure 2.1: Current Radio Navigation Satellite System (RNSS) frequency bands (figure 

taken from ESA Navipedia website, [Subirana et al., [2011]) 

 

 We can see depicted in Figure 2.1 the frequency bands currently used by RNSS. There 

are two bands in the region allocated to the Aeronautical Radio Navigation Service 

(ARNS) on a primary basis worldwide. These bands are especially suitable for Safety-of-

Life (SoL) applications because no other users are allowed to interfere with their signals. 

 

 They correspond to the upper L band (1559.0 to 1610.0 MHz), having the GPS 1L , 

Galileo 1E  and GLONASS 1G , and to the bottom of the Lower Band-L (1151.0 to 

1214.0 MHz), where GPS 5L  and Galileo 5E  are located, with aE5  and 5L  coexisting in 

the same frequencies. The remaining GPS 2L , GLONASS 2G  and Galileo 6E  signals are 
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in the bands 1215.6 to 1350.0 MHz. These bands were allocated to Radio-location 

Services (ground radars) and RNSS on a primary basis. Thence the signals in these bands 

are more vulnerable to interference than the previous ones. The different GNSS signal 

structure and definition will be approached in next items, with an obvious emphasis on 

the GPS signal. 

 

 2.1.1 GPS Signal 

 

The Navstar Global Positioning System (GPS) was conceived as an all-weather space-

born ranging system, to satisfy the requirements of accurate determination of position, 

velocity, and time in a global reference system, anywhere, and on a continuous basis. 

 

 Despite being created for, and maintained by, military forces (the United States 

Department of Defense - DoD), nowadays its use is so widespread in a multitude of 

civilian and military applications that it would be almost impossible to think of doing 

some tasks without having GPS. In fact, it would be difficult to believe that a system that 

started to be complex and mainly developed (and used) by specialists from the military 

and geodesy fields, evolved in just over two decades to be acquired cheaply and 

manipulated easily by anyone, and anywhere. 

 

The legacy GPS signals are transmitted on two radio frequencies in the ultrahigh 

frequency (UHF) band. The UHF band covers the frequencies from 300 MHz to 3 GHz. 
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These frequencies are referred to as 1L  and 2L  (for Link 1 and Link 2) and are derived 

from a common frequency, 0f  = 10.23 MHz: 

 

    01 154 ff L ⋅=  = 1575.42 MHz        (2.1) 

 

    02 120 ffL ⋅=  = 1227.60 MHz       (2.2) 

 

More specifically, these signals are in the L band, which stretches from 1 to 2 GHz. The 

signals are composed of the following three parts: 

 

1. Carrier: The carrier wave with frequencies 
1Lf  or 

2Lf . 

 

2. Navigation data: The navigation data contain information regarding satellite orbits, 

clocks, almanac, health, and other parameters. This information is uploaded to all 

satellites from the ground stations in the GPS Control Segment (CS). The navigation data 

have a bit rate of 50 bits per second (bps). 

 

3. Spreading sequence: Each satellite has two unique spreading sequences or codes. The 

first one is the coarse acquisition code (C/A), and the other one is the encrypted precision 

code (P(Y)). The C/A code is a sequence of 1023 chips (a chip corresponds to a bit, and it 

is simply called a chip because it does not hold any information.) The code is repeated 

each ms  giving a chipping rate of 1.023 MHz. 
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 The P code is a longer code ( 141050003546959276.2 ×  or 141035.2 ×≈  chips) with a 

chipping rate of 10.23 megachips per second. Each GPS is assigned a one-week segment 

of the P code which repeats itself each week, starting at the beginning of the GPS week, 

that is, at Saturday/Sunday midnight. The C/A code is only modulated onto the 1L  carrier 

while the P(Y) code is modulated onto both the 1L  and the 2L  carrier.  

 

 

 

Figure 2.2: Generation of GPS signal at the satellite (Borre et al. [2007], page 18) 
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In the following a detailed description of the signal generation is given. Figure 2.2 is a 

block diagram describing the signal generation. The block diagram should be read from 

left to right. At the far left, the main clock signal is supplied to the remaining blocks. The 

clock signal has a frequency of 10.23 MHz.  

 

Actually, the exact frequency is 10.22999999543 MHz to adjust for relativistic effects 

giving a frequency of 10.23 MHz seen from the user on Earth. When multiplied by 154 

and 120, it generates the 1L  and 2L  carrier signals, respectively. At the bottom left 

corner a limiter is used to stabilize the clock signal before supplying it to the P(Y) and 

C/A code generators. At the very bottom the data generator generates the navigation data. 

The code generators and the data generator are synchronized through the 1X  signal 

supplied by the P(Y) code generator. 

 

The C/A code ⊕  data and the P(Y) code ⊕  data signals are supplied to the two 

modulators for the 1L  frequency. Here the signals are modulated onto the carrier signal 

using the binary phase-shift keying (BPSK) method. Note that the two codes are 

modulated in quadrature with each other on 1L . That is, there is a 90  carrier-phase shift 

between the two signal components.  

 

After the P(Y) part is attenuated 3 dB (analogously, the 2L  signal is attenuated by 6 dB), 

these two 1L  signals are added to form the resulting 1L  signal. The so-called Standard 

Positioning Service (SPS) is based on C/A code signals alone. It follows that the signal 

transmitted from satellite k  can be described as: 
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where CP , 
1LP

P , and 
2LP

P  are the powers of signals with C/A or P code, kC  is the C/A 

code sequence assigned to satellite number k , kP  is the P(Y) code sequence assigned to 

satellite number k , kD  is the navigation data sequence, and 1Lf  and 2Lf  are the carrier 

frequencies of 1L  and 2L , respectively. 

 

Figure 2.3 shows the three parts forming the signal on the 1L  frequency. The C/A code 

repeats itself every ms , and one navigation bit lasts 20ms . Hence for each navigation bit, 

the signal contains 20 complete C/A sequences. The final signal is created by binary 

phase-shift keying (BPSK), where the carrier is instantaneously phase shifted by 180  at 

the time of a chip level change. 

 

 When a navigation data bit transition occurs (about one third from the right edge, as 

depicted in Figure 2.3), the phase of the resulting signal is also phase shifted 180 . 
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Figure 2.3: GPS 1L  signal structure (not scaled - Borre et al. [2007], page 20). 

 

 2.1.2 GLONASS Signal 

 

A second configuration for global positioning is the Global Navigation Satellite System 

(GLONASS), placed in orbit by the former Soviet Union, and now maintained by the 

Russian Federation [Grewal et al., 2007]. GLONASS also uses 24 satellites when in FOC 

(Full Operation Capability), but these are distributed approximately uniformly in three 

orbital planes (as opposed to six orbital planes for GPS).  

 

But there is no doubt that what really differentiates the two systems is definitely its signal 

structure. The GLONASS system uses frequency-division multiple access (FDMA) of 
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independent satellite signals, as opposed to GPS, which uses code-division multiple 

access or CDMA. Its two carrier signals corresponding to 1L  and 2L  have frequencies: 

 

 )5625.00.1602(1 ×+= kf  MHz, and )4375.00.1246(2 ×+= kf  MHz     (2.4) 

 

where 67 ≤≤− k  (previously 13,2,1,0 …=k ) is the satellite number. These frequencies 

lie in two bands at 375.16050625.15981 −=L  MHz, and 625.12489375.12422 −=L  

MHz. The methods for receiving and analyzing GLONASS signals are similar to the 

methods used for GPS signals [Grewal et al., 2007]. 

 

 In fact, many commercial brands offering hybrid receivers tracking GPS/GLONASS 

signals are nowadays able to provide increased precision solutions using both signals 

within the same positioning kernel (providing that both signals are aligned in the same 

time and geodetic reference frames, making both systems increasingly interoperable). 

 

 Nevertheless, and as of September 2007, some sites revealed that a major change was in 

the air for GLONASS signal structure. Basically they cited that due to interoperability 

issues with GPS and the future European GNSS system (Galileo), GLONASS would 

eventually change from an FDMA to a CDMA system [GPS World, 2007]. 

 

 According to preliminary statements from GLONASS developers, there will be three 

open and two restricted CDMA signals. The open signal L3OC is centered at 1202.25 

MHz and it was introduced by GLONASS-K1 test satellite, launched in 2011. The final 
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GLONASS-M satellites, planned to be launched from 2014 to 2017, will also include the 

L3OC signal [Revnivkh, 2012]. 

 

 2.1.3 Galileo Signal 

 

The Galileo system will offer several services, a few of which are free of charge and the 

rest are commercial. These include the Open Service (OS), Safety of Life Service (SoL), 

Commercial Service (CS), Public Regulated Service (PRS), and Search and Rescue 

(SAR). These services span three frequency bands [Grewal et al., 2007]: 

 

ba EE 55 −  Band: This band, which covers the frequency range from 1164 to 1214 MHz, 

contains two signals, denoted aE5  and bE5 , which are respectively centered at 1176.5 

and 1207.140 MHz. aE5  and bE5  will be also be available in a combined, high 

performance, AltBOC signal. 

 

6E  Band: This band spans the frequency range from 1260 to 1300 MHz and contains a 

C/Nav signal (to be used by commercial services), and a G/Nav signal (used by the public 

regulated services), each centered at 1278.75 MHz. 

 

112 ELE −−  Band: This band, sometimes denoted just as 1L  or 1E for convenience, spans 

the frequency range from 1559 to 1591 MHz.  
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I will only overview the 1L  OS signal (OS for open service), because it is the 

correspondent to the GPS 1L  signal. The L1 OS signal alone is expected to guarantee a 

horizontal accuracy, that is, 2D Root-Mean Square (RMS) better than 15m, a vertical 

accuracy (3D RMS) better than 35m, velocity accuracy better than 50 cm/s, and a timing 

accuracy better than 100 ns [Borre et al., 2007]. 

 

All Galileo satellites use the same frequency bands and make use of the CDMA 

technique as mentioned before for GPS. Spread spectrum signals will be transmitted 

including different ranging codes per signal, per frequency, and per satellite. All signals 

are transmitted with a right-hand circular polarization, as are those for GPS and 

GLONASS.  

 

 

 

Figure 2.4: Spreading code, subcarrier, carrier and signal as result of the BOC modulation 

(Borre et al. [2007], page 38). 
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The Galileo signals and the planned modernized GPS signals exhibit improved 

performance compared to the existing GPS signals. One of the improvements is the 

introduction of the binary offset carrier (BOC) modulation (Figure 2.4). BOC 

modulations offer two independent design parameters: 

 

– Sub-carrier frequency Sf  in MHz, and 

– Spreading code rate Cf  in Mchip/s. 

 

These two parameters provide freedom to concentrate signal power within specific parts 

of the allocated band to reduce interference with the reception of other signals.  

 

Furthermore, the redundancy in the upper and lower sidebands of BOC modulations 

offers practical advantages in receiver processing for signal acquisition, code tracking, 

carrier tracking, and data demodulation [Borre et al., 2007]. 

 

Based on several independent research studies [Hein et al., 2004] conducted mainly by 

European institutions, it was shown that BOC signals have a superior performance when 

dealing with both code pseudo-range and carrier-phase thermal noise, as well as with 

multipath performance. The application of the MIMICS technique with Galileo BOC 

signals represents a very interesting alternative to GPS or GLONASS signals. This stems 

mostly from two reasons: 
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The MIMICS algorithm is used to separate carrier-phase multipath from GPS 1L  signals, 

requiring at a first stage to low-pass filter the data (the same can be said about 

GLONASS signals). This filtering may, inadvertently, remove some multipath high 

frequencies that can cause the resultant MIMICS multipath correction to bias the 

corrected results. For BOC signals, this stage may be skipped so that the data band-pass 

filtering can be properly carried out focusing only on specific multipath frequencies. 

 

The use of BOC signals will represent a major breakthrough in code multipath research. 

However, not much is being discussed about the multipath performance of BOC carrier-

phase signals when comparing with GPS signals. This may be explained from the fact 

that carrier phase tracking of BOC signals is similar to carrier phase tracking of GPS 

BPSK signals [Pany et al., 2002]. 

 

 Therefore, a BOC signal is expected to have a comparable carrier phase multipath error 

envelope to that of a GPS carrier-phase signal, hence making the use of MIMICS with 

Galileo BOC signals a very interesting option. 

 

2.2 GNSS Errors 

 

To conclude, one should provide the GNSS pseudo-range equation relating the just 

mentioned signal structure and its inherent error-contaminated geometric range between 

the satellite and the user receiver, that is: 
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P = ! + d! + "t +T + I fL + #Pmp + #Pnoise
$ = ! + d! + "t +T % I fL + #$mp

+ #$noise
+ &N

      (2.5) 

 

where: 

 

P     is a pseudo-range code measurement in metres 

Φ    is a carrier-phase measurement in metres 

ρ    is the assumed geometric-range between the receiver and satellite 

in metres 

ρd    is the satellite orbit range error in metres 

)( S
R ttt −=Δ   is the difference between the receiver and satellite clock biases 

(metres) 

T    is the tropospheric range error in metres 

LfI    is the ionospheric range error at the frequency Lf  in metres 

mpmpP Φεε ,   are the code and carrier phase multipath error in metres 

noisenoiseP Φεε ,   are the code and carrier-phase noise error in metres 

Nλ    is the carrier-phase ambiguity in metres 

 

 2.2.1 Orbit Errors 

 

The application of GNSS-based positioning and navigation depends substantially on how 

accurately the respective GNSS satellite orbit is known. For single-receiver or single 
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point-positioning, an orbital error is highly correlated with the positional error [Hofmann-

Wellenhof et al., 2001]. For the case of differential positioning, relative orbital errors are 

considered to be approximately equal to relative baseline errors. 

 

 Analogously, for determining precise GNSS-based velocities and accelerations it is 

necessary to determine precise satellite orbital velocities and accelerations (see Serrano et 

al. [2004] for details). The orbital information is either transmitted by the satellite as part 

of the broadcast message (i.e., the navigation message), or can be obtained in the form of 

precise ephemeris from several sources (being used mainly for post-processed GNSS 

applications, and dubbed precise ephemeris SP3 files). 

 

The official orbit determination for GPS satellites is based on observations at the five 

monitor stations of the control segment (plus the more recent stations maintained by the 

U.S. Air Force, and the National Geospatial-Intelligence Agency – NGA). These 

computed orbital data can be disseminated worldwide to users as three different types of 

information, i.e., almanac data, broadcast ephemerides, and precise ephemerides (as a by 

product and usually with some latency depending on the provided product accuracy). 

Their uncertainties are listed in the following table: 

 

Orbit Product Uncertainty (3D RMS) Remark 

Almanac Some kilometres Depending on the age of data 

Broadcast 1-2m Or even better 

Precise Few centimetres to 0.20m Depending on the delay 
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Table 2.1: Uncertainties of ephemeris 

 

 2.2.2 Satellite and Receiver Clock Errors 

 

The traveling time between satellite S  and receiver R  is denoted ! R
S , taking on values of 

approximately 70 ms. Let c  denote the velocity of light in vacuum, and the pseudo-range 

PR
S  is defined as: 

 

tR ! tS = " R
S = PR

S

c          (2.6) 

 

Let any epoch in GPS time (GPST) be called tGPS . The clock at satellite S  and the clock 

at receiver R  do not run perfectly aligned with GPST. Thus, we introduce the receiver 

clock offset dtR  defined as: 

 

     tR = t
GPS + dtR          (2.7) 

 

and the satellite clock offset dtS  as: 

 

     t S = (tR !" R
S )GPS + dtS         (2.8) 
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 Any GNSS satellite always contain atomic clocks (in fact that is one of the premises of a 

global satellite navigation system), thus the clock behavior can be accurately modeled 

using a second-order polynomial function. The polynomial coefficients (a0 , a1 , and a2  

although it is often zero) and are provided within the navigation message to model the 

satellite clock such as: 

 

dtS = a0 + a1(t
S ! toe )+ ...        (2.9) 

 

 Receiver clocks dtR , on the other hand, are low quality for commercial and practical 

reasons, therefore the receiver clock bias is estimated as a nuisance parameter (of no 

interest to us), along the other unknown parameters such as receiver coordinates, usually 

on an epoch-by-epoch basis. 

 

 2.2.3 Ionospheric Error 

 

The ionosphere can be considered as the part of the Earth’s atmospheric region that has 

enough ionized molecules and free electrons to significantly affect radio wave 

propagation. The main physical quantity adopted to characterize the ionosphere is the 

spatial and temporal distribution of the number of free electrons per volume unit. 

Consider a single electromagnetic wave propagating in space with wavelength λ  and 

frequency f . The velocity of its phase: 
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     fvphase ⋅= λ        (2.10) 

 

and is denoted phase velocity. For a group of waves with slightly different frequencies, 

the propagation of the resultant energy is defined by the group velocity [Hofmann-

Wellenhof et al., 2001]: 

 

     2λ
λd
dfvgroup −=       (2.11) 

 

This velocity has to be considered for GNSS code measurements. A relation between 

phase and group velocity may be obtained using the Rayleigh equation: 

 

    
λ

λ
d
dv

vv phase
phasegroup −=       (2.12) 

 

Phase and group velocity are equal in non-dispersive media as is the speed of light in 

vacuum. The wave propagation in a medium depends on the refractive index n . 

Generally the propagation velocity for the corresponding refractive indices phasen  and 

groupn  is obtained from:  

 

     

group
group

phase
phase

n
cv

n
cv

=

=
      (2.13) 
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These two equations have a very important physical connotation within atmospheric 

propagation, i.e., the larger the refractive index the smaller the velocity, therefore 

resulting in proportional signal-path magnitude changes (with longer lengths for the 

group and smaller for the phase signal-path). 

 

Numerous ionospheric models have been proposed and implemented by not only the 

GPS/GNSS community, but also the atmospheric research community in general. The 

basic model of the ionosphere that the Wide-Area Augmentation System (WAAS) has 

implemented is a thin-shell approximation depicted in Figure 2.5 [Hansen, 2000]: 

 

 

 

Figure 2.5: Ionospheric model broadcast by the WAAS system. It consists of a thin shell 

at 350 Km altitude which is discretized into a geodetically rectangular grid. A vertical 

delay estimate and a confidence bound on that estimate are made at each grid vertex.  
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 This collapses the variation of the ionosphere's electron density distribution into an 

impulse function in the radial direction. The thin-shell approximation creates a vertically 

equivalent ionosphere that varies only with latitude, longitude, and time. The 

transformation is carried out by a non-linear mapping called the obliquity factor [Hansen, 

2000]. 

 

The more generic physical explanation of the ionosphere and its inherent properties is 

given in next figure: 

 

 

Figure 2.6: Ionospheric geometric path delay assuming a single-layer model. IP  is the 

ionospheric Pierce point, 0z  and 'z  are the zenith angles at the ionosphere point and at 

the observing site, and ER  is the Earth’s mean-radius [Hofmann-Wellenhof et al., 2001]. 



 

 45 

 

As depicted in Figure 2.6, the ionosphere, extending in various layers from a minimum 

height ( mh ) of about 50km, to 1000km (represented by the outer layer in the Figure) 

above the Earth, is a dispersive medium with respect to GNSS signals. The phase 

refractive index, phasen , can be approximated by the series: 

 

    ...1 4
4

3
3

2
2 ++++=

fff
nphase

ααα       (2.14) 

 

The coefficients 2α , 3α , and 4α  do not depend on frequency but on the quantity eN

denoting the number of electrons per cubic meter (i.e., the electron density) along the 

propagation path [Hofmann-Wellenhof et al., 2001]. The coefficient 2α  can be 

approximated with a value of: 

 

    eN⋅−= 3.402α  [ 2Hz ]      (2.15) 

 

Now, and just looking at Equation 2.10, we can see that phasegroup nn > , thus, 

phasegroup vv <  therefore, and as a consequence of the different velocities, signal 

measurements are delayed when represented by code pseudo-range observables, and are 

advanced when represented by carrier-phases. The magnitude of these signal-path 

changes can be quantitatively obtained by using just up to the second-order term of 

(Equation 2.14), and by using the 2α  value, i.e.: 
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    2

3.401
f
Nn e

phase −=        (2.16) 

 

When talking about this effect along the propagation signal path (column of number of 

electrons per cubic meter), then we have to integrate along the path from the satellite to 

the receiver. This is done through an integral (Fermat’s principle), and with some 

mathematical manipulation one obtains [Hofmann-Wellenhof et al., 2001]: 

 

  ∫−=Δ dsN
f

Iono ephase 2

3.40 , and ∫=Δ dsN
f

Iono egroup 2

3.40     (2.17) 

 

where ds  means measured from the satellite to the user receiver. Now, defining TEC 

(Total Electron Content) as: 

 

     ∫= dsNTEC e        (2.18) 

 

and substituting into Equation 2.17, we obtain: 

 

  TEC
f

Ionophase 2
3.40−=Δ , and TEC

f
Ionogroup 2

3.40=Δ     (2.19) 

 

TEC is given in TEC units (TECU), where 1 TECU = 1610  electrons per 2m . Fortunately, 

and due to the dispersive nature of the ionosphere, GNSS users with dual-frequency 
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receivers can correct for the ionospheric range error (at least first-order errors) through an 

appropriate combination of measurements observed on 1L  and 2L . 

 

 In the near future, more GNSS signals with multiple frequencies will be available on 

both GPS and Galileo, thus we should expect an improvement in ionospheric modeling 

error and mitigation. 

 

 2.2.4 Tropospheric Error 

 

A radio signal travelling through the neutral atmosphere (i.e., and contrarily to the 

ionosphere, the un-ionized part) suffers a delay mostly due to the lowest-most region of 

the atmosphere, the troposphere, which can be defined at the zenith (zenith tropospheric 

delay) as: 

 

   [ ] ∫∫ −=−=
A

S

A

S

R

R

R

R

z
trop Ndrdrrnd 6101)(       (2.20) 

 

where n  is the refractive index, N  is the refractivity (as seen before), SR  is the station 

geocentric radius and AR  the radius of the top of the neutral atmosphere [Mendes et al., 

1995]. The zenith tropospheric delay is usually divided into two components, designated 

as hydrostatic (or dry) and wet (see Figure 2.7):  
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Figure 2.7: Thickness of poly-tropic layers for the troposphere [Hofmann-Wellenhof et 

al., 2001]. 

 

The hydrostatic component of the zenith delay can be modeled very accurately provided 

good station pressure measurements are available. At low-elevation angles, partial 

derivatives of the hydrostatic and wet delays are sufficiently different as to cause errors in 

the estimates of station heights and zenith total delays, unless accurate surface pressure 

values are used to model the hydrostatic delay [Tregoning and Herring, 2006]. 
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The wet component (included in the layer from the Earth’s surface up to 11km where all 

the meteorological conditions are formed) is spatially and temporally highly variable and 

poorly predicted by models.  

 

About %90  of the tropospheric refraction arises from the dry component, and the 

remaining %10  from the wet component. Therefore, even though the wet component 

represents the smallest part of the troposphere it is, however, responsible for most of the 

tropospheric refraction. 

 

The zenith delay can be related to the delay that the signal would experience at other 

elevation angles through the use of mapping functions. If the mapping functions are 

determined separately for the hydrostatic and the wet component, the tropospheric delay 

can be expressed as: 

 

   ( ) ( )εε wet
z
wetchydrostati

z
chydrostatitrop mdmdd ⋅+⋅=      (2.21) 

 

where z
chydrostatid  is the zenith delay due to mostly dry gases, z

wetd  is the zenith  delay due 

to water-vapor, hm  is the hydrostatic component mapping function, wm  is the wet 

component mapping function, and ε  is the non-refracted elevation angle at the ground 

station. Many tropospheric models have been developed throughout the years for precise 

navigation. 

 



 

 50 

However, throughout this dissertation we use the Geodetic Research Laboratory 

(University of New Brunswick, Canada) developed UNB3 troposphere prediction model 

[Collins and Langley, 1997], which is based on the zenith delay algorithms of 

Saastamoinen [1973], the mapping functions of Niell [1996], and a table of sea-level 

atmospheric values derived from the U.S. 1966 Standard Atmosphere Supplements, and 

lapse rates to scale the sea-level values to the receiver height. 

 

 2.2.5 Multipath Error 

 

GNSS multipath, as the name perfectly describes it, is the effect when a GNSS satellite-

emitted signal arrives at the user receiver via more than one path. Multipath is mostly 

caused by high-reflecting surfaces near the receiver (see next figure for such an example). 

Secondary effects include reflections at the satellite (mainly at the satellite’s solar panels) 

during signal transmission, but usually they are considered to have a residual effect; 

therefore it has not been given too much attention. 
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Figure 2.8: Geometry of multiple multipath specular reflections upon a static GNSS 

receiver 

 

The multipath error is scaled according to the wavelength, and with today’s current 

narrow-correlator-spacing technology receivers it is known that it can have magnitudes of 

a few metres, and a few centimetres for code pseudo-range observations, and carrier-

phase observations, respectively. In severe cases, loss-of-lock may even occur. 

 

 In Figure 2.8, only specular reflections are depicted. However, multipath effects on 

GNSS signals are not limited to smooth reflections arising from so-called specular 

reflectors, but also arise from irregular surfaces, vegetation and foliage. In these cases, 

multipath signal reflections tend to have a more quasi-random signature thus depicting 
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the reflection-surface irregularity (i.e. with higher-frequency components within the 

signal spectrum) such as in multipath diffraction, and scattering. 

 

Moreover, and as mentioned in the introductory chapter, GNSS signal multipath is not 

limited to static receiver scenarios, but rather to many kinematic platforms as well. This 

plurality of multipath reflection characteristics under different platform dynamics and 

reflection conditions will receive more attention in the following chapter. For the time 

being, a simple geometric approach to describe typical carrier-phase multipath modeling 

will be derived. 

 

The effect of multipath on carrier phases has been thoroughly studied, at least since the 

end of the 1980s and beginning of the 1990s. A seminal work on a geometric carrier-

phase multipath equation was developed during that time by Georgiadou and Kleusberg 

[1988], and later studied and applied to permanent reference stations by Elósegui et al. 

[1995]. 

 

 Because of its continued importance to current carrier-phase multipath mitigation 

techniques the derivation of this equation will be overviewed following Hofmann-

Wellenhof et al. [ 2001] (although as it will be seen in the next chapter, this equation 

relies on a rather simplistic approach that the reflection arises from a strong flat 

reflector). The direct and indirect signals interfere at the antenna center and may be 

represented by: 
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 =ϕcosa  direct signal 

    =Δ+ )cos( ϕϕβa      indirect signal     (2.22) 

 

where a  and ϕ  denote the amplitude and phase of the direct signal. The amplitude of 

the indirect signal is reduced by the damping factor β  because of the reflection at the 

surface (material-dependent reflection / refraction characteristics). The phase of the 

indirect signal is delayed by the phase shift ϕΔ , which is a function of the geometric 

configuration (relative position between GNSS receiver, reflector, and satellite 

geometry). Now, adding algebraically the two sinusoidal terms we obtain: 

 

    )cos(cos ϕϕβϕ Δ++ aa       (2.23) 

 

Using some trigonometric manipulations on Equation 2.23 one can easily obtain (for 

more details please see Georgiadou and Kleusberg [1988]): 

 

  ⎥
⎦

⎤
⎢
⎣

⎡
Δ+

Δ=Δ⇔
Δ+

Δ=Δ −

)cos(1
)sin(tan

)cos(1
)sin()tan( 1

ϕβ
ϕβϕ

ϕβ
ϕβϕ MM     (2.24) 

 

where MϕΔ  is the angular phase-multipath error. This equation, though rather simplistic, 

is of extreme importance throughout this dissertation (albeit having different 

representations), and can provide an idea of carrier-phase multipath behavior just based 

on the variation of the damping factor (top plot), and phase-delay error (bottom plot) in 

Figure 2.9: 
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Figure 2.9: Carrier-phase multipath behavior varying the damping-factor and keeping the 

phase-delay error at 45 degrees (top), and varying the phase-delay error and keeping the 

damping-factor at 0.6 

 

The theoretical maximum effect of multipath on carrier-phase measurements occurs for 

4190 ==Δ 
Mϕ cycle. Converting this phase error to range, and scaling to 1L  for 

instance, we obtain a maximum error of approximately 5cm (although is rarely seen). 
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 2.2.6 Random Errors 

 

The noise term consists of receiver measurement noise and the sum of all other un-

modeled and second-order effects (for instance, second-order ionospheric and 

tropospheric refraction). 

 

It is also a function of the GNSS-receiver technology used (receiver and antenna 

hardware), where geodetic-quality receivers will have much better noise envelopes than, 

say, hand-held receivers. This is obviously reflected in their respective prices. 

 

Overall, the random noise mainly contains the actual observation noise plus random 

constituents of multipath, especially within kinematic applications (i.e., high-frequency 

uncorrelated multipath components). The two observables (code and phase) pseudo-range 

noise is summarized in next table: 

 

Range Noise 

Code range (C/A-code) cm30010 −  

Code range (P-code) cm3010 −  

Phase range mm52.0 −  

 

Table 2.2: Typical GPS range noise figures [Hofmann-Wellenhof et al., 2001] 
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2.3 Extended Kalman Filter 

 

The Kalman filter is an extremely effective and versatile procedure for combining noisy 

sensor outputs to estimate the state (vector of unknown parameters) of a system with 

uncertain dynamics [Grewal et al., 2007]. The noisy sensors could be just GNSS 

receivers (it seems as though the Kalman filter was tailored to fit navigation sensors), 

speed sensors, inertial sensors, altimetres, water-speed sensors, etc. 

 

The system state in question includes position, velocity, acceleration, but may also 

include nuisance parameters such as clock bias, or time-correlated noise sources. 

Uncertain dynamics include unpredictable disturbances of the host dynamic platform, 

caused either by a human operator or by the environment (wind, terrain topography, 

blockages, etc.). 

 

Although developed for linear systems, its main use has been in dealing with non-linear 

systems and sensors, in which case one has to use the approach due to Stanley F. Schmidt 

[Novoselov et al., 2005], the extended Kalman filter (throughout this dissertation, just 

EKF). In this sense non-linear sensors can be represented in the form: 

 

     kkkk v)x(hz +=       (2.25) 
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Where kz  is the sensor-measurement vector, kx  is the state-vector, )x(h kk  is a 

smoothly differentiable function of kx , and kv  is the vector of residuals. The essential 

EKF equations are summarized in two blocks. The first is the predictor (time updates): 

 

Predicted state vector:   dttk

k

t

tkk ∫
−

+= +
−

−

1

),x̂f(x̂x̂ 1      (2.26) 

 

Predicted covariance matrix:  11 QPP −
+
−

− +Φ⋅⋅Φ= k
T
kkkk      (2.27) 

 

and the second is the corrector (measurement updates): 

 

Kalman gain:   [ ] 1RHPHHPK −−− +⋅⋅⋅= k
T
kkk

T
kkk      (2.28) 

 

Corrected state estimate:  ( )[ ]−−+ −⋅+= kkkkkk x̂hzKx̂x̂      (2.29) 

 

Corrected covariance matrix:   −−+ ⋅⋅−= kkkkk PHKPP     (2.30) 

 

where f is the function driving the system dynamics, kΦ  is the transition matrix, kQ  is 

the process-noise matrix, and kK  is the Kalman gain. kH  is the Jacobian matrix, that is, 

a matrix consisting of the partial derivatives of the measurements in order to the unknown 

parameters. Therefore, it is also known as a sensitivity matrix, as it “maps” the influence 

of the measurements in order to the parameters (or vice-versa) 
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2.4 Adaptive Estimation 

 

Temporal models are used to relate one epoch’s state to the next. This is accomplished 

using an assumption about the stochastic behavior of the estimated parameter over time. 

If a parameter is static and constant over time then one epoch will directly relate to the 

next. Consequently, the one epoch’s estimated parameters and estimated variance-

covariance can be used as a-priori information for the following epoch. 

 

The reverse case (infinite white noise) is also trivial. If the parameters from one epoch 

have no relationship with the next epoch’s parameters then no information from one 

epoch can be passed to the next. In this case the state vector from the one epoch can be 

used as a point of expansion for the next epoch with an infinite variance (i.e., no 

information). 

 

All the cases in between can be described by a system of differential equations that relate 

one epoch to the next. This system of differential equations defines the transition from 

one epoch to the next and, to some extent, the change in variance-covariance from one 

epoch to the next. Two common, time-varying systems are a random-walk process and a 

first order Gauss-Markov process. These processes are described in Gelb [1974]. 

 

A random walk process is best described by a roaming value that changes by a discrete 

step randomly increasing or decreasing from the previous value. All the future values are 

tied to the current value; however, the likelihood that the future value and the current 
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value are the same decreases over time. In terms of temporal modeling, the current value 

of the parameter is used as the a-priori estimate for the next epoch but due to the 

decreased likelihood that the value is the same, the estimated variance of the parameter is 

increased from one epoch to the next. The update equations from one epoch to the next 

for a random-walk process are: 
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       (2.31) 

 

where x  is the value of the random-walk parameter, 2σ  is the estimated variance of the 

parameter, q  is the spectral density (which describes the variability of the parameter 

over time), and tΔ  is the difference in time between the last update and the next. A 

Gauss-Markov process is described by the differential equation [Gelb, 1974]: 

 

     wxx +−= β       (2.32) 

 

It produces a characteristic decreasing autocorrelation function. It is commonly used in 

prediction because of the behavior of the estimate over time. Initially, the predicted 

update is the same as the latest estimate and over time the estimate converges to zero. For 

this reason, it is a conservative estimation choice for many estimated parameters. The 

update equations for a first order Gauss-Markov process are: 
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In the precise carrier phase positioning filters usually there are four types of states: 

ambiguities, slant ionosphere error, position, and velocity. Within this dissertation, 

carrier-phase multipath is another state. Ambiguities and static positions are usually 

modeled as random constants (static states), whereby one epoch’s parameter estimate is 

used as a-priori information for the next epoch. Slant ionosphere error and velocity are 

time-varying states, which change somewhat from epoch to epoch. The system dynamics 

model for the position and velocity states, when the velocity is estimated as a first order 

Gauss-Markov process, is: 
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where x  is the position state, x  is the velocity state, x  is the acceleration, β  is the rate 

of decline of the velocity over time and w is the white noise error associate with the 

propagation error. In matrix form the system model is given by: 
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This system of equations can be solved using a Taylor series expansion [Gelb, 1974]. The 

expansion about 0t  is: 
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The expansion can be related to the system model by: 
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where      ⎥
⎦
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This expansion in terms of the matrix F  is: 
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where a  and b  are the elements of the matrix to be simplified in the following 

derivation: 
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   ...
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11
3
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2

2 +Δ−Δ+Δ−=− ttta ββββ      (2.41) 

 

which can be replaced using the definition of the Taylor series expansion of an 

exponential decay function in the following form: 
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resulting in: 

 

     
β

β tea
Δ−−= 1        (2.43) 

 

A similar derivation can be made for the solution of b : 

 

   tetttb Δ−=+Δ−Δ+Δ−= ββββ ...
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     (2.44) 

 

The transition matrix, which relates one epoch to the next, is then: 
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The propagation’s effect on the covariance matrix is based on the noise term (w ). If: 
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then the propagation’s effect on the variance-covariance matrix is defined by the 

following (hereafter the temporal propagation is assumed to be from 0t  to t ): 

 

 

∫

∫∫

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−

−
⎟⎟⎠

⎞
⎜⎜⎝

⎛ −

=

⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡
−⎥

⎦

⎤
⎢
⎣

⎡

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡ −
=ΦΦ=

−−
−

−
−−

−
−

−

−

t

tt
t

t
tt

t

t
t

t

t
t

TT
ww

dt
eee

eee

q

dtqee
e

e
dtGQGQ

0

2

00

1

11

)(

)(1
01

10
00

0

11

ββ
β

β
ββ

β
β

β

β

β

ββ

β
β

    (2.47) 

 

where q  is the estimated parameter spectral amplitude. The integrals of each of the 

elements of this matrix can be calculated independently and will not be demonstrated 

here. The update (using the transition matrix) of the state parameters is given by: 
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Finally, and in terms of a position and velocity (PV) system, where the velocity is 

modeled as a first order Gauss-Markov process, the state update-equation is: 
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and the covariance matrix update equation is: 
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where: 
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Similar equations can be easily derived for the Gauss-Markov 1st-order position-velocity-

acceleration model (PVA). In this dissertation, and as it will be seen later, a PVA model 
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is more suitable to carrier-phase multipath modeling due to the high-frequency nature of 

multipath environments in kinematic/urban scenarios. In this case the transition matrix 

would be given by: 
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     (2.51) 

 

2.5 Whitening Filters 

 

Data whitening arises in a variety of contexts in which it is useful to decorrelate a data 

sequence either prior to subsequent processing, or to control the spectral shape after 

processing [Eldar and Oppenheim, 2002]. One example in which data whitening has been 

used to advantage includes improving the correct detection of underlying signals of 

interest within multi-signature systems. 

 

This is typical in GNSS signal phase-multipath detection in kinematic scenarios, where 

adding to the original multipath reflections there are other error sources, including biases 

which can be properly modeled but their higher-order effects still remain, plus the usual 

receiver noise. 
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The technique developed in this dissertation to detect and mitigate carrier-phase 

multipath signals in dynamic scenarios, dubbed MIMICS (Multipath Profile from 

Between ReceIver DynaMICS), resorts to pre-whitening of carrier-phase differenced 

data to obtain between-receiver multipath observables [Serrano et al., 2006]. Although an 

initial decorrelation of multipath data can be performed through mechanical 

randomization, a dedicated whitening algorithm is implemented in order to guarantee 

consistency and thoroughness. 

 

Let ma ℜ∈  denote a random vector of carrier-phase multipath-contaminated data 

(therefore with time-correlation) with positive-definite covariance matrix aC . We wish to 

“whiten” the vector a  using a whitening transformation W  to obtain the random vector 

aWb ⋅= , where the covariance matrix of b  is given by mc IC 2
b ⋅=  for some 0>c . 

Thus we seek a transformation W  such that: 

 

    m
T c IWCWC 2

ab ⋅=⋅⋅=       (2.52) 

 

for some constant 0>c , and mI  is the identity matrix with dimension mm× . We refer to 

any W  satisfying Equation 2.48 as a whitening transformation.  However, there are an 

unlimited number of ways of choosing W  but only when the “whiten” vector aWb ⋅=  

is as close as possible to the original vector a , then we say that W  is an optimal 

whitening transformation [Eldar and Oppenheim, 2002]. 
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Paralleling the concept of least-squares orthogonalization used, for instance, in the 

LAMBDA method for decorrelation of float ambiguities in GPS-RTK [Teunissen, 1996], 

in the MIMICS technique we develop an optimal linear whitening transformation for 

obtaining multipath observables. 

 

 The optimality arises from choosing a whitening transformation that does not introduce 

any distortion in data, and minimizes the mean-squared-error (MSE) between the original 

and whitened data; i.e., that result in a white output that is as close as possible to the 

input, in an MSE sense. This algorithm will be described in chapter five, where it will be 

depicted that the optimal whitening transformation is obtained through the Yule-Walker 

method for AR (auto-regressive) model parameter estimation.  

 

2.6 RTK-based GNSS Heading/Attitude Systems  

 

The theory of attitude determination using multiple GNSS antennas is well documented 

in the literature. If the relative position of two antennas can be determined with a sub-

centimeter accuracy using carrier-phase observables, two of the three attitude parameters, 

usually heading (yaw - ψ ) and pitch (θ ), or heading and cross-slope (roll - γ ), can be 

estimated [Keong and Lachapelle, 2000].  

 

Heading is the rotation angle about the axisz −  (up), positive clockwise, and pitch is the 

rotation angle about the rotated axisx −  (east), positive upward: 
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We can see some examples of RTK-based GNSS dual-antenna systems: 

 

 

 

Figure 2.10: GNSS dual-antenna system located on a motor-grader’s blade (Trimble 

GCS900 on a motor-grader with dual GPS – Trimble website). 

 

In Figure 2.10 we can see a motor-grader with the two masts connected to the blade, 

having in both sides GNSS receivers serving as a positioning and orientation device. 

Likewise, in Figure 2.11, the dozer blade has both masts equipped as well with GNSS 

receivers. 
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 As we can see, most of the time only two attitude angles are necessary and sufficient, 

and they can be easily derived once the baseline connecting the two antennas is fixed 

using normal RTK on-the-fly (OTF) techniques. 

 

 Despite these systems being subject to very harsh conditions (see next figure) such as 

vibration, shock, and even to corrosive materials, they are, however, expected to deliver 

the usual centimeter-level RTK accuracy, plus degree-level (or even sub-degree) 

accuracy for the heading/roll or heading/pitch estimated angles. 

 

 

 

Figure 2.11: GNSS dual-antenna system located on the dozer’s blade (Trimble GCS900 

on a dozer with dual GPS – Trimble website). 
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As seen in the two previous figures, in these scenarios most of the multipath is originated 

from the platform itself. Typical metallic and flat smooth surfaces are seen all over these 

construction machines. Therefore it is quite reasonable to expect that the major source of 

carrier-phase error arise from multipath reflections. 

 

 

 

Figure 2.12: GNSS dual-antenna yaw and roll angles accuracies dependent on the 

baseline length (plots derived from a Matlab script using multiple antenna spacing 

between two GNSS-RTK receiver fixed solutions, and Equation 2.49) 

 

Adding strong multipath signals to the high forces and pressure on the antennas, one can 

expect that not only the location and height (with pole masts) of the antennas should be 
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carefully chosen, but as well their distance (see Figure 2.12). In this dissertation, the 

algorithms developed within MIMICS technique, are supposed to deal with these kinds of 

scenarios.  
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3 Introduction to Carrier-Phase Multipath Error 

 

3.1 Electro-Magnetic Waves (Plane Waves) 

 

The theory behind GPS/GNSS multipath signals needs conceptual support as well as a 

sound geometric characterization. This is rather important as, though multipath represents 

the composition of multiple complex signals, still the best multipath mitigation 

techniques and algorithms assume certain geometric conditions and constraints along the 

signal propagation. That is certainly the case herein where the multipath 

models/observables to be derived depend upon electromagnetic plane-wave theory and 

propagation models (be it the direct incident path, or the multipath signals). 

 

The wave equation is a second-order partial differential equation that is satisfied by all 

electromagnetic fields in homogeneous linear media [Popović and Popović, 2000]. 

Assume that an electromagnetic field exists in a homogeneous linear medium with 

parameters !  (complex dielectric constant), µ0  (vacuum permeability), and !  

(dielectric conductivity). Suppose that there are neither free charges nor field sources 

(impressed electric fields) in the medium considered then Maxwell’s equations have the 

following form: 

 

 0 = E,
t
H- = E 0 ⋅∇
∂
∂×∇ µ         (3.1) 
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 0 =H ,
t
EE = H ⋅∇
∂
∂+×∇ σ         (3.2) 

 

where E  and H  are, respectively, the electric and magnetic fields, and ∇  is the curl 

operator. What these equations say is that within electromagnetic plane waves (or any 

electromagnetic wave for that matter) is that their electric and magnetic field vectors are 

normal to each other, and to the direction of propagation, and constant in planes normal 

to that direction. If one rearranges these electromagnetic plane-wave equations assuming 

a harmonic time-dependence, then we obtain (where zyx ,,  are the plane propagation 

Cartesian coordinates): 

 

    ( ) ( ) tjetzyx ωzE,,,E =          (3.3) 

 

( ) ( ) tjetzyx ωzH,,,H =          (3.4) 

 

Where ( )zE  and ( )zH  again represent the electric and magnetic fields, and are transverse 

with respect to the z-direction (i.e., the propagation direction of the wave) and ω  is the 

angular-frequency of the wave. Although they represent the simplest electromagnetic 

waves, uniform plane waves are of extreme practical importance: actual waves radiating 

from sources are spherical, but at large distances from sources they become practically 

plane waves (as with the signal between GNSS satellites and user receivers). Wave fronts 
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are defined, in general, to be surfaces of constant phase. A forward moving wave like the 

following: 

 

jkztj ee −== 0EE(z) ω          (3.5) 

 

corresponds to the time-varying field: 

 

    ),(
00 EE)E(z, tzjjkztj eet ϕω == −         (3.6)  

 

where ( ) tkt ωϕ −= z,z , the wave number λπ /2=k , and λ  is the wavelength of the 

wave vector. A surface of constant phase (e.g., a plane wave) is obtained by setting 

( ) constt =,zϕ . Denoting this constant by 00 zk=φ  and using the property kv=ω , we 

obtain the condition: 

 

   000),( zvtzkztkztz +=⇒=−⇒= ωϕϕ        (3.7) 

 

Thus the wave-front is the xy-plane intersecting the z-axis at the point 0zvtz += , and 

moving forward with velocity v  (conventionally c represents the speed of light - an 

electromagnetic wave - in a vacuum]. This justifies the so-called term “plane-wave”.  

 

Analogously, a backward-moving wave will have planar wave-fronts parameterized by 

0zvtz +−= , that is, moving backwards. A wave that is a linear combination of forward 
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and backward components may be thought of as having two planar wave-fronts, one 

moving forward, and the other backward. 

 

The vectors { }ẑ,H,E 00 ++  and { }ẑ,H,E 00 −−−  form right-handed orthogonal systems and as 

such the magnetic field ±0H  is perpendicular to the electric field ±0E  (as depicted in 

Figure 3.1) and their cross-product, i.e. ±± × 00 HE , points towards the direction of 

propagation, that is, ẑ± . The next figure depicts the case of a forward propagating plane-

wave: 

 

 

 

Figure 3.1: Forward uniform plane-wave (figure taken from [Popović and Popović, 

2000]) 

 

The wavelength λ  is the distance by which the phase of the sinusoidal wave changes by 

π2  radians. Since the propagation factor zjke−  accumulates a phase of k  radians per 

meter, we have by definition that πλ 2=k . The wave-length λ  can be expressed via the 

frequency of the wave in Hertz, πω 2/=f , as follows: 
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f
v

w
c

k
=== ππλ 22          (3.8) 

 

3.2 Polarization 

 

The polarization of a plane-wave is defined to be the direction of the electric field. More 

precisely, polarization is the direction of the time-varying real-valued field, that is: 

 

    ( )[ ]tEt ,zRe),z( =Ε          (3.9) 

 

At any fixed point z  the vector ),z( tΕ  may run along a fixed linear direction or it may 

be rotating as a function of t , tracing a circle or an ellipse. Let’s imagine that one curls 

his fingers of his left and right hands into a fist and point both thumbs towards the 

direction of propagation. If the fingers of his right hand are curling in the direction of 

rotation of the electric field, then the polarization is right polarized. 

 

 Thus in this example because we have a forward-moving field and the field is turning 

counter-clockwise, the polarization will be right-circular just like with GPS, GLONASS 

and Galileo signals. In fact, all GNSS signals are circular polarized and for consistency 

they follow a right-hand circular polarization (RHCP) scheme. If the field were moving 

backwards, then it would be left-circular. We can see in next figure (Figure 3.2) the four 

cases of left/right polarization with forward/backward plane-waves: 
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Figure 3.2: Left, right circular polarizations (figure taken from [Popović and Popović, 

2000]) 

 

3.3 Multipath Spectra 

 

Multipath is the unwanted distortion of the direct Line-Of-Sight (LOS) satellite signal by 

localized reflected and/or diffracted signals, thus distortions caused by indirect secondary 

satellite signals arriving at the receiver. The extent and severity of multipath experienced 

by a GNSS receiver, at the antenna and RF front-end, depends mainly on the type of 

environment where it is located (comparing for instances an urban-canyon with an open 

space scenario), the number and type reflector material, the relative height and distance 
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between the receiver antenna(s) and the reflector(s), the receiver dynamics and the 

satellite position during its orbit.  

 

An example providing the different faces of multipath reflections and thus providing a 

feeling of the multipath spectra is given next figure (Figure 3.3): 

 

 

 

Figure 3.3: A typical multipath-rich environment 

 

The reflection and scattering of the signal from a surface has two components: the 

specular and the diffuse components [Ray, 2000]. Reflection off of smooth surfaces such 

as mirrors, concrete walls or a calm body of water leads to a type of reflection known as 
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specular reflection. Reflection off of rough surfaces such as clothing, paper, and the 

asphalt roadway leads to a type of reflection known as diffuse reflection.  

Whether the surface is microscopically rough or smooth has a tremendous impact upon 

the subsequent reflection of a beam of light. The diagram below depicts two beams of 

light incident upon a rough and a smooth surface. 

 

 

 

Figure 3.4: Specular reflection (left), and diffuse reflection (right)  

 

Specular reflections are deterministic in nature and originate from smooth surfaces 

(Figure 3.4 - left), as opposed to diffuse scattering which tends to be random and 

therefore can be included in the stochastic modeling (noise) of any electromagnetic-

ranging system (Figure 3.4 - right). 

 Thus, specular reflections, due to their biasness, require more complex modeling and 

will then be given special attention in the following ray-tracing models, and throughout 

this dissertation. 
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When a reflected electromagnetic wave from a specular reflector occurs then it is the 

result of the radiation of the points on the Fresnel ellipse (Figure 3.5). The resultant wave 

has very little fluctuation of phase and amplitude and therefore is very deterministic as 

mentioned before. 

 

 

 

Figure 3.5: Fresnel zone (where d  is the distance between the transmitter and receiver, 

b  is the radius of the Fresnel zone) 

 

A Fresnel zone is one of a (theoretically infinite) number of concentric ellipsoids which 

define volumes in the radiation pattern of a (usually) circular aperture. Fresnel zones 

result from diffraction by the circular aperture and basically provide a very powerful tool 

to acknowledge, dependent on which zone (thus the aperture radius), by how much the 

signal phase changes due to the obstructions/reflections. 

 

Before considering reflection coefficients for specific GNSS multipath propagation cases 

we first need to develop and understanding of propagation situations that describe the 
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majority of GNSS multipath propagation scenarios. These are, for the time-being, very 

simplistic 2-D ray-tracing multipath scenarios and just for one receiver antenna being 

affected by a deterministic multipath bias, therefore a specular reflector. 

 

Consider the forward-scatter problem with a flat specular reflecting lower boundary in 

Figure 3.6 where the GNSS antenna is located at point P , at a distance d  from the left-

hand boundary, height h  above the reflecting surface, and with a LOS signal 

propagating into the domain at angle θ . 

 

 

 

Figure 3.6: A 2-D ray-tracing model of forward scatter geometry 

 

In terms of receiver-tracking the main problem is that any additional secondary path will 

have a time-delay making the reflected signal travel an additional distance RΔ  to the 
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image point iP  (always in relation to the LOS point P ). This additional path-length using 

basic trigonometric manipulation is given by: 

 

     θsin2hR =Δ          (3.9) 

 

Now let’s consider the backscatter problem with the addition of a vertical reflecting 

surface forming the right-side boundary (Figure 3.7): 

 

 

 

Figure 3.7 A 2-D ray-tracing model of backscatter geometry (I) 
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In this scenario one has to distinguish all the possible additional path lengths, represented 

by il  with 5...1=i . Nevertheless and for this particular geometry x , representing the 

distance from the centre LOS point P  to the right hand-side boundary, respects the 

following inequality (basically it says that both second and third signals arrive above the 

LOS signal): 

 

     
θtan

x h>        (3.10) 

 

The region in which this occurs will be known as zone il . The individual path lengths are 

then given by the following five equations (Equation 3.11): 
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      (3.11) 

 

And the total path-length difference, relative to the LOS, is given by the two 

combinations: 

 

    θcos221 xllRA =+=Δ       (3.12) 
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and 

 

   θθ cos2sin2543 xhlllRB +=++=Δ       (3.13) 

 

which adding algebraically gives the following result (total path difference): 

 

    
θθ sin
2

cos
2 hxRR BA ==Δ+Δ       (3.14) 

 

For the sake of completeness, one should include the case, and using the previous 

scenario depicted in Figure 3.5, when the reflected signal arriving from below the 

horizontal produces a different geometric arrangement depicted in next figure (Figure 

3.8): 
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Figure 3.8: A 2-D ray-tracing model of backscatter geometry (II) 

 

As before the relevant paths are given by: 
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However, the total path differences are the same as those given by Equation 3.7 [Hannah, 

2001]. Unfortunately, these ray-tracing geometric models only hold for optimal situations 
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where the satellite during its visible orbit is perfectly aligned with the reflector and thus 

the LOS satellite signal plus all the secondary (multipath) signals are all contained in a 

plane perpendicular to the specular reflector surface (see Figures 3.6, 3.7, and 3.8). 

 

Nevertheless in our studies we are mostly concerned with the accurate understanding and 

development of specular multipath ray-tracing models that should fit all satellite orbit 

scenarios and specifically for close-by dual-antenna systems (which can have different 

heights between them further complicating the ray-tracing modeling). Such a scenario 

can be seen in Figure 3.9: 

 

 

 

Figure 3.9: A 3-D ray-tracing phase multipath model in a dual-antenna system (master 

antenna 0A , and slave antenna 1A ) 
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Where 011010 γγγγ Δ=Δ−Δ=Δ − AAAA  is the difference between the multipath phase-delay 

at antenna 0 and antenna 1, 0ϕ  and 0θ  are the azimuth and elevation-angle between the 

master antenna 0A  and the specular reflector respectively, and 01ε  is the differential 

height between the two antennas (in radians). 

 

 Missing in the figure is the angle 01φ  representing the differential azimuth between the 

two antennas. In fact, these parameters ( )000 ,, θϕγΔ  represent the bulk of the spectral 

single-difference (between-antennas) multipath geometric parameterization (missing is a 

dampening factor that will be overviewed later). 

 

Because the goal is to parameterize a dual-antenna multipath observable we ought to 

relate the multipath phase-delay parameter from one antenna to the other (mathematically 

speaking it is also advisable to reduce the state vector unknown number). Ray [2000] has 

shown that the following equation relates the multipath phase delay at two close-by 

antennas, for a static scenario (please see this dissertation for further explanation on how 

to obtain the equation): 

 

   )cos()cos(2
00100101 θφϕ

λ
πγγ −−Δ=Δ dist
iL

    (3.16) 

 

However this model assumes that contiguous antennas are positioned on the same fixed 

plane, thus with the same orthometric height, which is exactly the proposed method for 
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static carrier-phase multipath mitigation (see Figure 3.10, and note in particular the plate 

with 6 patch antennas).  

 

 

 

Figure 3.10: Setup scenario for static carrier-phase multipath mitigation tests done by 

Ray [2000] 

 

However, realistically speaking in any GNSS RTK-based heading or attitude system 

employing multi-antenna systems the dynamic platform is prone to experience several 

differential angular motions between the antennas. These motions, depending on the 

alignment of the antennas on the platform, are the platform attitude angles which can 

vary considerably, even for a short time span, as it is typical in an airplane GNSS-based 

heading system (Figure 3.11): 
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Figure 3.11: Example of a GNSS-based heading (and pitch) reference system 

 

Therefore Equation 14 has to be slightly adapted to those situations where there is 

constantly changing the differential elevation angle, 1001 εεε −= , between contiguous 

antennas: 

 

  !" 1 = !" 0 #
2$
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dist01 cos(&0 #'01)cos((0 )cos()01)
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+
,
,

-

.
/
/

    (3.17) 

 

Note that when that angle 01ε  is zero, thus the antennas are on the same horizontal plane, 

the two previous equations do provide the same result. 

 

3.4 Reflection coefficient 
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Plane electromagnetic waves frequently encounter obstacles along their propagation 

paths. In such cases, the wave induces induction currents in the object (if the object is 

metallic), or polarization currents (if the object is made of an insulator). This induced 

current is the origin of the scattered field, and is in the root of the electromagnetic 

multipath signals. The reflectors are called scatterers or multipath reflectors. 

 

When a plane electromagnetic wave is incident on a planar boundary between two 

homogeneous media, the scattered waves are also plane waves [Popović and Popović, 

2000]. One of these waves is radiated back into the space of the incident wave, hence it is 

known as the reflected wave. 

 

The behavior of multipath is determined by the geometry (as depicted in the previous 

specular-reflector-based ray-tracing models), and electrical properties of the propagation 

environment. Signals reflected from a sufficiently smooth surface are called specularly 

reflected signals. They are directional, phase coherent and contributed by the central 

Fresnel zones (Figure 3.5) on the surface near the receiver. The total field received by the 

antenna is the sum of direct signal and specularly reflected signal.  

 

The reflection coefficients, derived from the Fresnel equations (Equations 3.18, and 3.19) 

for a smooth flat surface, provide information on the nature of the reflected signals 

[Hannah, 2000]. GNSS signals are RHCP, and since circular polarization is the vector 

sum of the horizontal and vertical polarized waves then one can derive the reflection 

coefficients for the horizontal and vertical components, respectively: 
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where     
0ωε

σεε jr −=        (3.20) 

 

 is the complex absolute permittivity (frequency-dependent). Substituting for ω  and 0ε  

in Equation 3.20 gives: 

 

     λσεε 60jr −=       (3.21) 

 

where 0ε  is the vacuum permittivity (also called permittivity of free space or the electric 

constant), and represents the ratio of the magnetic, and electric field in free-space. Its 

value, by definition, is given by: 

 

 
m
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c
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0
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ε  (Farads per meter), 
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and 0µ  is the vacuum permeability with a value of mAsV ⋅⋅× − /104 7π  (the S.I. units 

represent Volts times seconds divided by Amperes time metres). rε  is the relative 

permittivity (or dielectric constant) of the reflecting surface material (unit-less), and σ  

represents the dielectric conductivity (with units S/m, that is, Siemens per meter). The 

relationship between the different permittivity quantities is given by: 

 

( )
0

)(
ε
ωεωε =r        (3.22) 

 

The dielectric constant rε  and conductivity σ  depend not only on the frequency of the 

electromagnetic wave but also on the nature of the surface, the temperature, and the 

moisture content (i.e., when reflected from the soil surface). 

 

The calculation of each linear reflection coefficient is now straightforward, for a given 

frequency, grazing angle (θ -the angle between the electromagnetic beam and the 

surface, rather than that between the beam and the surface normal, in other words 90° 

minus the angle of incidence), dielectric constant and conduction value for the reflecting 

surface medium [Hannah, 2001]. 

 

 A plot depicting several reflection coefficient values, for a concrete-made specular 

reflector is given in Figure 3.12 (other materials could be chosen, but concrete is chosen 

for the sake of consistency with the real-live signal tests made where the main 

blockage/reflector was made of this material). The plot represents an effective coupled (
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HΓ  and VΓ ) reflection coefficient magnitude for an incident 1L  GPS RHCP signal, and 

for typical antenna attenuation ratios (to reduce receiver sensitivity to unwanted 

multipath signals) ranging from 0 dB to 30 dB. 

 

 

 

Figure 3.12: Coupled reflection coefficient values for concrete, using several antenna 

attenuation values, and a 0 to 90 degrees incidence angle function [Hannah, 2001]. 

 

Therefore, the reflection coefficient for a smooth surface is a function of the relative 

dielectric constant, the conductivity, the elevation angle, and the electromagnetic wave 

frequency. The reflection coefficient of the reflecting surface also depends on the 

polarization of the incident field. If the electric field intensity vector is in the plane of 

incidence, the polarization is vertical and the reflection coefficient VΓ , applies, while HΓ  
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applies when the wave is polarized perpendicular to the plane of incidence. The Brewster 

angle Bθ  is the angle at which VΓ  goes to zero: 

 

( )21tan εεθ aB =        (3.23) 

 

Where the indexes 1, and 2 represent the medium of the incoming signal, and of the 

absorbed or scattered medium, respectively. If medium 1 is air then: 

 

( )21 1tan1 εθε aB =⇒=       (3.24) 

 

As mentioned before GNSS signals are circularly polarized, where the most basic 

motivation is that circular polarizations are more tolerant of physical orientation 

mismatches, that is, between the GNSS satellite emitter (which may spin), and the 

receiver antenna. 

 

 .Reflection coefficients for circularly polarized waves can be derived from those for 

horizontal and vertical polarization..If the elevation angle is less than the Brewster angle, 

the circular polarization component predominates, whereas if the angle is greater than the 

Brewster angle then the orthogonal polarization component predominates. 

 

3.5 Carrier-phase multipath at the receiver carrier-tracking loop 
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After developing a specular multipath ray-tracing model for a dual-antenna system 

optimized for kinematic scenarios, and a simple concrete-made reflection coefficient 

(thus all the state-vector parameters to be included in a multipath observable) one should 

relate them, and provide a canonical meaning, with the way how they are sensed from the 

receiver point-of-view, that is, how carrier-phase multipath is formed at the carrier 

tracking-loop. 

 

 The GNSS signal processing takes place in different channels. Every satellite visible to 

the antenna is allocated to its own channel, limited by a maximum number of channels in 

the receiver. Figure 3.13 is an overview of a channel: 

 

 

 

Figure 3.13: Schematic overview of how a GNSS receiver channel works 

 

The acquisition stage depicted in Figure 3.13 has a purpose of identifying if a certain 

satellite is visible to the user or not. If the satellite is visible, the acquisition must 

determine the signal frequency (which is different from its nominal frequency, due to the 

satellite relative motion causing a Doppler effect - thus a frequency shift), and the signal 
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code-phase (the point in the current incoming signal data-block where the C/A code 

begins). 

 

When acquiring a satellite k , the incoming signal s  is multiplied with the locally 

generated C/A code corresponding to the satellite k  (being GNSS one-way ranging 

systems, this is the only way that a receiver can identify correctly a satellite k ). The C/A 

code is a 1,023 bit long pseudorandom number (PRN) which, when transmitted at 1.023 

megabits per second (Mbit/s), repeats every millisecond. Pseudorandom numbers only 

match up, or strongly correlate, when they are exactly aligned. 

 

 Each satellite transmits a unique PRN code, which does not correlate well with any other 

satellite's PRN code. In other words, the PRN codes are highly orthogonal to one another 

(at this 2nd stage, the codes are clearly distinguishable from each other). This is a form of 

code division multiple access (CDMA), which allows the receiver to recognize multiple 

satellites on the same frequency. The cross-correlation done within the receiver between 

C/A codes for different satellites can only be done successfully if the locally generated 

C/A code (replica) is properly aligned in time, i.e., with the correct code-phase. 

 

Similarly, to remove the carrier-wave from the signal, the frequency of the locally 

generated signal must be close to the incoming signal-frequency. For static 

platforms/receivers this is a rather simple task. However, when the host platform 

experiences high-dynamics resulting in faster and bigger Doppler changes (e.g., in planes 
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and rockets), the receiver local frequency replica might have a problem coping with the 

incoming signal frequency.   

 

 The tracking stage is a process that improves the coarse values of code-phase and 

frequency, and keeps track of these as the signal properties change over time. The 

accuracy of the final value of the code-phase is connected to the accuracy of the pseudo-

range calculated later on. The tracking contains two parts, code-tracking and carrier-

frequency/phase tracking. 

 

Because this dissertation deals mainly with carrier-phase multipath, only the carrier-wave 

tracking is overviewed. This tracking is done in two ways, either by tracking the phase of 

the signal or by tracking the frequency. The tracking is running continuously to follow 

the changes in frequency as a function of time (Doppler shift due to relative satellite-

receiver motion). To track a carrier wave signal phase-lock loops (PLL), or frequency-

lock loops (FLL) are often used: 

 

 

 

Figure 3.14: Schematics of a PLL (phase-lock loop) for carrier-tracking 
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Figure 3.14 shows a basic block diagram for a phase-lock loop. The first two 

multiplications remove the carrier, and the PRN code of the input signal through signal-

mixing (thus the ⊗  operator), and by doing it the signal is moved from a center-

frequency (RF) to an intermediate-frequency (IF). 

 

 The loop discriminator block is used to find the phase-error on the local (receiver-

generated) carrier wave replica. The output of the discriminator,d , which is the phase-

error (or a function of the phase-error), is then filtered and used as a feedback to the 

numerically controlled oscillator (NCO) which adjusts the frequency of the local carrier-

wave. In this way the local carrier-wave could be an “almost” precise replica of the input 

signal carrier-wave. 

 

 The problem with using an ordinary PLL is that it is sensitive to 180  degrees phase-

shifts. Due to navigation bit transitions, a PLL used in a GPS receiver has to be 

insensitive to 180  degrees phase-shifts. 
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Figure 3.15: Costas-loop schematic, which is a 180  degrees phase-shift insensitive PLL 

 

Figure 3.15 shows a Costas-loop. One property of this loop is that it is insensitive for 

180  phase-shifts and hereby a Costas-loop is insensitive for phase transitions due to 

navigation bits. This is the reason for using this carrier-tracking loop in all GPS receivers. 

 

 The Costas-loop in Figure 3.15 contains two multiplications: The first multiplication is 

the product between the input signal and the local carrier-wave, and the second 

multiplication is between a 90  degree phase-shifted carrier-wave and the input signal 

(quadrature-armQ ). 

 

 The goal of the Costas loop is to try and keep all energy in the Ι  (in-phase) arm. To keep 

the energy in the Ι  arm some kind of feed-back to the oscillator is needed. If it is 
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assumed that the code-replica in Figure 3.15 is perfectly aligned, the multiplication in the 

Ι  arm gives the following: 

 

( ) ( ) ( ) ( ) ( ) ( ) ( )ϕωτϕτϕωωτ ++=+ tCACAttAC IF
kk

IFIF
k 2cos

2
cos

2
coscos    (3.25) 

 

where ϕ  is the phase-error between the local replica of the carrier-phase and the phase of 

the incoming signal, i.e., inrep φφϕ −= , A  is the amplitude, kC  is the auto-correlation 

function for satellite k , τ  is the correlation time function, and IFω  is the intermediate-

frequency obtained through down-conversion. The multiplication in the quadrature-arm 

gives the following: 

 

( ) ( ) ( ) ( ) ( ) ( ) ( )ϕωτϕτϕωωτ ++=+ tCACAttAC IF
kk

IFIF
k 2sin

2
sin

2
sincos    (3.26) 

 

If the two signals (In-phase and Quadrature) are low-pass filtered after the multiplication 

as seen in Figure 3.15, the two terms with the double intermediate frequency are 

eliminated and the following two signals are achieved: 

 

    ( ) ( )ϕτ cos
2

kk CAI =        (3.27) 

 

    ( ) ( )ϕτ sin
2

kk CAQ =        (3.28) 
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To find a term to feed-back to the carrier-phase oscillator, it can be seen that the phase-

error of the local carrier-phase replica can be found in this way: 
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From which we obtain: 

 

    ⎟⎟⎠
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k

I
Q1tanϕ        (3.30) 

 

Again, ϕ  is the phase-error between input and local generated replica of the carrier-

phase observable, and assuming that it does not contain any multipath. From Equation 

3.25, it can be seen that the phase-error is minimized when the correlation in the 

quadrature-phase arm is zero and the correlation value in the in-phase arm is maximum. 

 

 The arc-tangent discriminator in Equation 3.30 is the most precise one amongst the 

Costas discriminators, but it is also the most time consuming discriminator. Table 3.1 

describes other possible Costas discriminators.  
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Discriminator Description 

Kk QI ⋅= )sin(d  
Least computational load, the output of the discrimination is 

proportional to )sin(ϕ   

kK QI ⋅=d  
Moderate computational load, the discriminator output is 

proportional to )2sin( ϕ  

⎟⎟⎠

⎞
⎜⎜⎝

⎛
= −

k

k

I
Q1tand  

High computational load, the discriminator output is the phase 

error. 

 

Table 3.1: Various types of Costas phase-lock loop discriminators (d) 

 

 

 

Figure 3.16: Discriminator input error (degrees), and: 
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If navigation bit transition occurs, the Costas-loop will still track the signal and nothing 

will happen. This property assures the Costas-loop is the commonly chosen phase-lock 

loop in receivers [Kaplan, 1996]. In Equation 3.30, the phase-error is also the 

discriminated value: 
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and the discriminator behavior can be seen in Figure 3.16 (solid continuous line). The 

output of the phase discriminator is filtered to predict and estimate any relative motion of 

the satellite (and the receiver if it is in kinematic mode), and to estimate the Doppler shift 

frequency. Using again Equation 3.29, but now assuming that the incoming direct signal 

is contaminated by several multipath reflections we then obtain the following equation: 
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where jα , jτΔ , and jγΔ  are respectively the reflection coefficient, the multipath signal 

time-delay, and multipath path phase-delay from reflector j . The valueϕ~  represents the 

incoming-to-replica phase difference error now contaminated by multipath. The previous 

equation can be simplified to (removing the common amplitude terms): 
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We have been developing models dealing with strong multipath specular reflectors. 

Therefore it is reasonable to consider that the carrier-phase multipath signature, for a 

certain correlation period, is given by the composition (addition) of all secondary 

incoming signals, thus: 
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The main goal of the carrier lock-loop, depicted in Figure 3.15, is to try to minimize the 

discriminator function, i.e., the difference between the local replica and the incoming 

signal, which has unpredictable embedded dynamics. As soon as the feedback control 

loop achieves steady state, that is, the incoming signal is perfectly aligned with the local 

replica (meaning that the receiver is able to obtain the receiver-to-satellite Doppler shift) 
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then the phase-error (discriminator) ϕ  is zero, or at least its mean value tends to zero. 

Therefore:  
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Where ϕ~  is now the just carrier-phase multipath signal, that is M≡ϕ~ , which can be 

obtained from: 

 

( ) ( )
( ) ( ) ( )

( ) ( )
( ) ( ) ( )⎥⎦

⎤
⎢
⎣

⎡
ΔΔ++

ΔΔ+=

⇔
ΔΔ++

ΔΔ+=

MM
k

M
k

MM
k

M

MM
k

M
k

MM
k

M

CC
CaM

CC
CM

γττατ
γττα

γττατ
γττα

cos
sintan

cos
sin)tan(

     (3.35) 

 

This is basically the discriminator output of the carrier tracking-loop when in steady-state 

mode, thus it is the carrier-phase observable multipath error from a specular strong 

reflector. Putting together the two correlation functions (the multipath-biased and the 

unbiased) in one:  
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and substituting in Equation 3.35 then we obtain: 
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which results in the following equation: 
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The quantity 'αα ⋅M , which represents the composed effect of the specular reflector 

reflection coefficient, and the receiver tracking-loop correlation function, is usually 

considered a damping factor (“absorbs” the energy of the non-LOS GNSS signal). It 

would be rather difficult (and uninteresting for that matter) to separate these two terms, 

thus the damping factor, 'ααβ ⋅= M , can be introduced in Equation 3.38 resulting in: 

 

( )
( )⎥⎦

⎤
⎢
⎣

⎡
Δ+

Δ=
M

MaM
γβ

γβ
cos1
sintan        (3.39) 

 

This is exactly the carrier-phase multipath equation provided in this dissertation second 

chapter (GNSS concepts and signal errors). In that chapter it was mentioned that the 

equation was based on rather simple geometric concepts, however we have just herewith 

demonstrated that despite that it clearly has a realistic physical meaning, at least from the 

receiver tracking point-of-view. One can see in next figures some examples of this one-
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antenna multipath equation (using also the concrete-made reflection coefficient function) 

for two different reflector distances. 

 

 

 

Figure 3.17: Static carrier-phase multipath for GPS 1L  and 2L  (1 meter distance 

reflector) 
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Figure 3.18: Static carrier-phase multipath for GPS 1L  (5 meter distance reflector) 

 

We can take some evidences from the simulation results depicted in previous plots: 

 

1. The carrier-phase multipath signal signature, unlike the code observable and despite 

being a very pronounced deterministic harmonic signal, is zero-mean valued (in the 

absence of colored noise). It would be possible to average out the multipath bias with a 

long time-series, and in a post-processing mode. 

 

 However for real-time applications, i.e. in GNSS-RTK scenarios, that simply is not an 

option, and therefore it remains one of the most difficult sources of error to model or 

mitigate. 
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2. The closer the antenna is to the reflector the lower the carrier-phase multipath 

frequency is. It makes sense because a bigger distance from a reflector creates more 

Fresnel zones which lead to a higher pool of potential frequency components. 

 

3. The multipath signal amplitude is a function of the satellite elevation angle variation. 

This is due to the amplitude being affected by the energy absorbed by the reflector, and in 

turn this is a function of the satellite signal incidence angle (and obviously from the 

reflector-made material). 

 

4. Not very clear from these plots (but later on from the dual antenna multipath plots) is 

the fact that carrier-phase multipath is uncorrelated even for short distances. This means 

that within two contiguous antennas multipath will not cancel out even in the face of a 

very strong reflector upon two antennas separated by just a few centimetres.  

 

5. However carrier-phase multipath in a static antenna scenario, with unchangeable 

multipath reflector conditions and positioning is very repeatable on a daily basis, i.e., for 

same satellite orbit and some multipath scenario conditions [Bilich et al., 2006]. Thus 

multipath is highly temporally correlated and not spatially correlated (unless of course 

one uses a zero-baseline single-antenna, dual-receiver system). 

 

3.6 Carrier-phase multipath in a GNSS dual-antenna system 
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In order to obtain a composed carrier-phase multipath equation for a dual-antenna system 

one has to use again Eq. 3.34 and change the indexes for each antenna accordingly, that 

is: 
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Now using the following trigonometric identity: 
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where α  and β  are the argument of the equations 0M  and 1M  respectively. We obtain 

then with simple algebraic manipulations: 
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(3.41) 

 

and using again another two trigonometric identities: 
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we obtain then the composed carrier-phase multipath equation for a dual-antenna system: 
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Because the specular reflector has bigger dimensions than the two antennas distance then 

the reflector reflection ratio is the same for both antennas. Plus the short distance among 

them also means that multipath time delay will be very similar and thus the receiver 

correlation properties will be very similar as well. In this case the dampening factor

10 ββ ≈ , and thus: 
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Just for the sake of simplicity we will use one common dampening factor to the two 

antennas, and only when a considerable distance separates the antennas it makes sense to 

use two different ones. Substituting Equation 3.17, that is the multipath phase-delay 

difference between two antennas: 
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in Equation 3.44, we then obtain our sought single-difference (between static or moving 

baseline antennas) carrier-phase multipath equation with the unknown state vector 

parameters [ ]000 θϕγβ Δ  in an explicit mode: 
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   (3.45) 

 

This equation represents the MIMICS algorithm basis used throughout this dissertation. 

The needed steps to obtain this observable, from dual-antenna raw carrier-phase 

measurements, will be approached in next chapter. An example using real-live signals 

will be given and its respective geometric concept is also provided (Figure 3.19): 
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Figure 3.19: Geometric concept of a planar multipath wave incident upon a very short-

spaced dual-antenna GNSS system 

 

As explained before, uniform plane-waves are the most prolific tool in modeling and 

understanding electromagnetic multipath and near-field problems. Therefore we designed 

a system (Figure 3.20) that contains two closely-spaced antennas and a strong specular 

reflector (canvas with thin-foil) within a short distance from the antennas (around 1m).  

 

With this setup we make sure that the multipath reflections arising from the specular 

reflector impact both antennas, as depicted in Figure 3.19. Moreover the antennas can 

rotate around the bore-sight-axis passing through the master antenna. 
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Figure 3.20: Short-spaced dual-antenna system with a strong specular reflector within 1m 

 

The results from this test can be seen in next figures. The test itself was made on the roof 

of UNB’s Engineering department to make sure that the only reflections tracked by the 

GNSS antennas would come from the simulated specular reflector. 

 

As mentioned, the antennas can be rotated through a stepped motor attached to the master 

antenna axis (Figure 3.20). This way one can emulate more realistic scenarios, where a 

GNSS dual-antenna system orientation changes in respect to the specular reflector. 
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Figure 3.21: Results from the test setup depicted in previous figure 

 

The top plot from Figure 3.21 depicts the results from the single-difference carrier-phase, 

and the bottom from single-difference code pseudo-ranges. The thicker part represents 

the periods when the antennas where performing a circular random motion. The thin 

noisy line represents obviously the moments when there was no motion. 

 

 Regarding just the single-difference code observable (bottom plot) one can see that 

throughout the test multipath is quite significant, regardless of the antennas being static or 

rotating. With such a short distance between the antennas, we can be sure that the 
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sinusoidal-shaped signal in the plot is due to the specular reflector multipath, as the 

remaining errors are cancelled out. 

 

 

 

Figure 3.22: In the top plot we can see a zoom to the first seven minutes of carrier-phase 

data (no motion) 

 

Making a zoom to the top plot in Figure 3.21 we can see the results from differencing the 

carrier-phase observable (between antennas). Analogous to the code observable 

differencing, the only remaining error is the carrier-phase multipath, plus an ambiguity).  
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Figure 3.23: Zoom to another segment of carrier-phase data when in static mode (again 

the x-axis is in minutes) 

 

Figure 3.22 refers to a zoom to the first 8 minutes, and Figure 3.23 to the period between 

33 and 40 minutes, between two random rotation motions. As mentioned before, 

regardless of how close the antennas are, carrier-phase multipath will not be removed 

through differencing. Moreover one can appreciate the expected sinusoidal pattern with 

periods of a few minutes, and also the signal amplitude of a few centimetres.  

 

 We also used the previously developed multipath equations to simulate multipath in 

several scenarios, and depicted in the following figures (as a note, simulated data from 

Equation 3.39 for each antenna was differenced and compared with simulated data from 
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the composed model given by Equation 3.45 - both gave the same results). The first 

scenario is depicted in Figure 3.24:  

 

 

 

Figure 3.24: GPS 1L  and 2L  static carrier-phase multipath from a specular reflector 

(antenna separation is 0.5m and the reflector is at 1m distance) 

 

One can see from the simulations that the single-difference multipath phase can vary 

considerably between GPS 1L  and 2L  signals, depending on the reflector’s relative 

geometry to the GNSS dual-antenna system. 
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Figure 3.25: Same scenario as before (0.5m antenna separation) however the reflector is 

at a distance of 5m 

 

In Figure 3.25 one used the same simulation scenario where the antennas are 0.5m 

spaced, and the common specular reflector is at a distance of 5m. As expected, the farther 

away the reflector, the higher the single-difference multipath frequency. 

 

To conclude, we also wanted to appreciate, from software simulations, the single-

difference carrier-phase multipath signature when the antennas are in kinematic mode 

(hence there is motion between them).  
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This is something very important, as we will notice in future chapters, that in order to 

separate the single-difference carrier-phase multipath signature from raw-data it is 

necessary that the antennas have some sort of motion, optimally random motion (which 

can be “forced” by the platform or obtained through a mathematical randomization). 

 

 

 

Figure 3.26: Carrier-phase multipath from a dual-antenna system performing a circular 

motion 

 

This kind of random motion, from Figure 3.26, was implemented in the system depicted 

at Figure 3.20. In a real-life scenario it is not uncommon for machine operators to 

perform a similar random motion during the system initialization. For instances, this is 
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done with a dozer’s blade with GNSS receivers on both masts (and usually with an 

inertial sensor system in the back of the blade) where the blade can rotate in 3 degrees of 

freedom. 

 

 

 

Figure 3.27: Same as before but showing the satellite elevation angle variation 

 

The last plot (Figure 3.27) depicts the same simulation as in Figure 3.26, however here 

one can see the satellite elevation angle rising while the single-difference multipath 

amplitude shortens.  
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4 MIMICS Strategy 

 

4.1 Concept behind the MIMICS algorithm  

 

Differential carrier-phase GPS-based attitude determination represents an attractive and 

very smart alternative to expensive and complex inertial measurement units (IMUs) and 

attitude heading reference systems (AHRS), for aeronautical, marine and machine-

guidance applications. Previous work in GPS-based attitude systems, using ultra-short 

baseline (less than a couple of metres) between three/four antennas, have been shown to 

provide high accuracies, most of the time to the sub-degree level in yaw, pitch and roll. 
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Figure 4.1: Inertial Aided GPS Based Attitude Heading Reference System (AHRS) for 

General Aviation Aircraft. Note the four GPS patch antennas on the aircraft body (figure 

taken from [Barrows et al., 1996]. 

 

If the relative position of three or more antennas can be determined with a real-time 

centimetre-level accuracy using the carrier phase observables (thus in RTK-mode) the 

three attitude parameters (heading, pitch and roll angles) of the platform can be 

estimated. The observation equation representing this concept is given by: 

 

ζ∇Δ+∇Δ+∇Δ+⋅⋅⋅=Φ∇Δ MNb
b
l

l
e XRRE      (4.1) 

 

where Φ∇Δ  are the double-difference carrier-phase measurements (between two 

contiguous antennas and two satellites), E  denotes the coefficient matrix of the double-

differenced unit vectors between the antenna baselines to the satellites, bX  are the 

antenna vectors in the body-frame, and l
eR  is the transformation matrix between the 

local-level frame and the e-frame (also known as the ECEF-frame), N∇Δ are the double-

differenced ambiguities, and M∇Δ is the double-differenced multipath. 

 

The transformation matrix b
lR  has different forms dependent on the rotation sequence 

around the axis of the body-frame [El-Mowafy et al., 2005]. Attitude parameters 

estimated from any of these forms should be numerically equivalent. One of these forms 

is given by Equation 4.2: 
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Where c, and s stand for the co-sinus and sinus functions, respectively. Therefore a 

simple estimation of the attitude parameters can be carried out as follows: 
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From Equation 4.1 it is clear that carrier-phase multipath is one of the most limiting 

factors in accuracy and reliability (meaning that it will hinder the correct estimation of 

N∇Δ ) regarding GPS-based attitude systems. Even a small separation between the 

antennas causes different and de-correlated phase-multipath errors (thus not removed 

from differencing among the antennas).  

 

Moreover using typical choke-ring antennas to reduce multipath is not practical (not to 

mention cost prohibitive) when employing three or four antennas in dynamic platforms. 
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Figure 4.2: A dual-antenna GNSS-based orientation system used on an excavator 

(Trimble GCS900 on an excavator with dual GPS – Trimble website) 

 

However, with only two GNSS antennas (as seen in the excavator depicted in Figure 

4.2) it is possible to determine yaw and pitch angles, which for some applications are 

sufficient such as for precision agriculture, construction (Figure 4.2, though here 

heading and pitch angles are the most important), and maritime applications (Figures 

4.3, and 4.4). Depending on their placement in the platform body it makes the 

determination of these two angles quite robust and efficient. 

 



 

 126 

 

 

Figure 4.3: A dual-antenna GNSS-based orientation system used on maritime 

applications (Magellan 3011 system) 

 

 

 

Figure 4.4: Another dual-antenna system used on maritime applications (Sperry Marine 

dual antenna system) 

 

Based on that concept, at UNB we have been developing carrier-phase multipath-

mitigation procedures for kinematic applications, using single-difference multipath 
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observables with a dual-antenna system. These observables are obtained from the 

higher-order range-dynamic observations coming from the two antenna pseudo-random 

motions in kinematic applications, and therefore these are dedicated algorithms 

independent of the receivers/antennas chosen. 

 

Instead of developing complex navigation and fusion algorithms with the output of 

GNSS and IMUs (hence having to take care of their inherent biases and scale-factors 

[Gang et al., 2007]), a GNSS-based attitude system provides a complete navigation 

solution (position, velocity, and heading/attitude). Thus one can concentrate on 

mitigating multipath errors only using raw GNSS measurements and using “truth” 

platform-dynamic information. This information arises from a GNSS 3DoF (Degrees of 

Freedom) motion-table, such as the one depicted in next figure: 

 

 

 

Figure 4.5: UNB motion-table platform for GNSS-based Heading/Attitude system 

studies 
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The motion-table allows us to easily compare synchronized kinematic data from the 

multi-antenna in the body-frame (measured a priori accurately) and data in the 

navigation-frame (as in any GNSS system output). Besides, it also allows the derivation 

of optimal lengths for the dual-antenna system baseline, depending on the platform 

structure and possible multipath reflectors.  

 

4.2 MIMICS Algorithm and Specular Carrier-Phase Multipath 

 

There are currently mainly three methods to mitigate, or at least ameliorate, the carrier-

phase multipath error effect on precise (in real-time or post-processing) GNSS 

applications: 

 

1. Receiver and antenna robust design against the multipath spectra (to the highest 

possible extent); 

2. Careful selection of site or location on a platform of the antenna(s), in order to avoid 

to a maximal extent the multipath effect; 

3. Carrier-phase multipath processing (dedicated algorithms); 

 

The first method requires specific hardware design (with an emphasis on the research 

level and allocation of resources) and historically has been quite successful tackling 

most of the multipath errors, especially on the code observable.  
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The second method is the simplest and most cost-effective. However, it is very limited 

in terms of applicability, especially when the site scenario changes rapidly as is the case 

in kinematic applications. 

 

The last method is the one chosen in this dissertation for tackling the carrier-phase 

multipath problem for several reasons: firstly, it does not require a big investment in the 

receiver/antenna design part (which for many companies is certainly a plus); secondly, it 

can be easily adaptable to several applications (since it is mainly dependent on the 

software/firmware side). Finally, it is independent of the hardware chosen (of course, 

with some adaptation in the software). 

 

It certainly also has a few negative aspects. For example, the filtering of multipath will 

always have some time-latency in order to process the actual epoch of data being used. 

However, since most of the RTK applications use a high data rate of up to 20 Hz, this 

may not be a real problem. Besides, the more problematic low-frequency multipath has 

periods stretching from a few minutes to tens of minutes. 

 

This approach uses a pair of antennas, connected to the same oscillator (to remove the 

common receiver clock bias), and distanced between each other sufficiently, but close 

enough to sense the same effective reflector (meaning that the reflector reflecting section 

is much bigger than the distance between the antennas). This method was developed 

having in mind how to obtain an observable that would physically mimic, or represent 

the between-antenna multipath effect. 
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Once this observable is found, its parameterization is based on the geometric parameters 

between the antennas and reflector(s). Therefore, the multipath effect at each antenna is 

recovered and its effect is corrected at each antenna. 

 

It is almost impossible to obtain and separate a multipath observable for just one 

antenna, especially in near real-time scenarios. Therefore the two-antenna system would 

incorporate the advantages of eliminating most of the common biases to both antennas, 

while still keeping a clear and distinct multipath signature due to the high multipath 

decorrelation even for short distanced antennas. 

 

This advantage is certainly a necessary condition in this study, and comes from the fact 

that carrier-phase multipath errors, unlike other biases, are not eliminated after 

differencing the measurements obtained from two close-by antennas. Furthermore, this 

fact can be accurately explained by the theory of uniform plane wave fields. 

 



 

 131 

 

 

Figure 4.6: Geometric view of a uniform plane wave field with two antennas close to 

each other (  and  are the three-dimensional phase-center coordinates of master and 

slave antenna, respectively) 

 

From the definition of a uniform plane wave, we note that such a wave not only is 

locally plane (i.e., it has B, E and  everywhere spatially orthogonal to each other, 

where B is the magnetic field, E the electric field, and  is the unit direction vector), but 

truly plane [McNamara et al., 1990]. Uniform plane waves are the workhorse of 

engineering scattering problems due to the ease in defining trajectories for ray path 

tracing (which allows the study of polarization, as well as the variation of amplitude and 

phase along the ray path). 

 

0r 1r

ŝ
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In practice, launching a single ray is not possible; however one can work with a selected 

axial ray plus an infinite number or rays surrounding it. Because the vectors  are 

perpendicular to surfaces of constant phase (equi-phase surfaces), the rays defined 

earlier are normal to these surfaces. Therefore, B, E and  are mutually perpendicular at 

any point on a ray, and there are no field components in the propagation direction. 

 

The ray picture of such a uniform wave is shown in last figure (Figure 4.6), with all rays 

normal to the equi-phase surfaces. It emphasizes the fact that, as far as ray representation 

is concerned, such a uniform plane wave consists of infinitely many parallel rays 

propagating in the direction . 

 

In our study, these relationships are very important due to the fact that we are 

considering the multipath errors arising from smooth, almost perfect reflectors, which 

cause the most serious multipath spectra (specular), especially when the reflector is 

located within a short distance of the antenna(s). 

 

Any change in the relative position between antennas most likely will affect in a small 

scale the amplitude and polarization of the signals reflected and sensed by the two 

antennas (depending on their distance). However, the phase will definitely change 

significantly along the ray trajectory between the plane waves passing through each of 

the antennas. 

 

ŝ

ŝ

ŝ



 

 133 

This can be seen in Equation 3.43, which describes the single-difference multipath 

between two close antennas. It was mathematically derived in chapter 3 and it is given 

by: 
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where the angle  (depicted in Figure 2) is the relative multipath 

phase-delay between the antennas and a close effective reflector (  and  are the 

multipath signal amplitudes in master and slave antennas respectively, and are 

dependent on the reflector characteristics - reflection coefficient - and receiver tracking-

loop). 

 

Having this important concept in mind, which represents the physical foundation of the 

current study, one can define the steps involved in our strategy to mitigate (or 

ameliorate) the multipath effect. 

 

4.3 MIMICS Algorithm Steps 

 

As this study is based on an objective to mimic as much as possible the multipath effect 

from effective reflectors in kinematic scenarios with variable dynamics we decided to 

name the strategy MIMICS (Multipath Profile From Between ReceIvers DynaMICS). 

 

0,101 γδγγ Δ=Δ−Δ

0β 1β
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The steps involved in this algorithm (which was meant and developed to be used in real-

time applications), is given in next figure: 

 

 

 

Figure 4.7: Steps involved in the MIMICS strategy 

 

Starting with the first step, data from both receivers are collected and synchronized. An 

external oscillator is used to supply the same frequency to both receivers in order to 

eliminate, through differencing, the common receiver-clock biases (Figure 4.8).  
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This step also involves data quality control due to the fact that outliers are very common, 

where the most important are due to cycle-slips. Since the multipath observables are 

developed based on data time-filtering, it is essential to detect any nonconformity 

between measurements from the two receivers that could lead to erroneous multipath 

estimates. 

 

 

 

Figure 4.8: Temex LPFRS-01/5M external oscillator used in our studies, connected to an 

oscilloscope 

 

In the second step an approximate position for both antennas is necessary, but can be 

relaxed to a few metres using a standard code solution. This highlights the fact that one 

does not need to fix the ambiguities in order to fix multipath on carrier-phase (as long as 

we know the distance and orientation between the antennas), as is done in other 

approaches. 
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However, a very precise estimation of both antenna’s velocity and acceleration (in real-

time) is carried-out using the carrier-phase observable. Not only the antenna’s velocity 

and acceleration estimates should be very precise (on the order of a few , and 

 respectively) but also immune to low-frequency multipath signatures. 

 

 This is another necessary condition in our approach, as we use the antenna’s multipath-

free dynamic information to separate multipath from raw data (this will explained later 

within the ideal digital differentiation concept). 

 

The observation equation for a single-difference between receivers, using a common 

external clock (oscillator) to remove the common clock bias is given by: 

 

      (4.4) 

 

where the terms stand for: 
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M:     multipath 

:     system noise 

 

By differencing in time (4.4) to remove the single-difference ambiguity from the 

observation equation, we obtain (as long as there is no loss-of-lock or cycle-slips): 

 

    (4.5) 

 

where: 

 

      (4.6) 

 

One of the key ideas to derive the multipath observable from Equation 4.4 is to estimate 

 given by Equation 4.6,. From Equation 4.5, at the second epoch, for 

example, we will have: 

 

    (4.7) 

 

If we continue this process up to the epoch n, we will obtain an ensemble of differential 

multipath observations as follows: 
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   (4.8) 

 

If we take the numerical summation of (4.8), we will have: 

 

     (4.9) 

 

Note that n samples of differential multipath observations are used in (4.9). Therefore, 

we need  observations. 

 

Assume that we perform this process taking , then , and so on until we obtain 

r numerical summations of Equation 4.9 and then take a second numerical summation of 

them, we will obtain: 

 

)()(

)()(),(1

0,
1

,

1
0,

1
,

1 1
1,

tMrtM

tMtMttM
r

prn
sm

r

n
n

prn
sm

r

n

prn
sm

r

n
n

prn
sm

r

n

n

k
kk

prn
sm

Δ⋅−Δ=

Δ−Δ≈⎥⎦
⎤

⎢⎣
⎡ Δ

∑

∑∑∑ ∑

=

=== =
−δ

 (4.10) 

 

then, 

 

)()(),(),(),(

)()(),(),(),(

)()(),(),(),(

1,,1,1,1,

1,2,12,12,12,

0,1,01,01,01,

−−−− Δ−Δ≈Δ−ΔΦ=Δ

Δ−Δ≈Δ−ΔΦ=Δ

Δ−Δ≈Δ−ΔΦ=Δ

n
prn
smn

prn
smnn

prn
smnn

prn
smnn

prn
sm

prn
sm

prn
sm

prn
sm

prn
sm

prn
sm

prn
sm

prn
sm

prn
sm

prn
sm

prn
sm

tMtMttttttM

tMtMttttttM

tMtMttttttM

ρδδδ

ρδδδ

ρδδδ



),()()(),( 0,0,,
1

1, ttMtMtMttM n
prn
sm

prn
smn

prn
sm

n

k
kk

prn
sm Δ=Δ−Δ≈Δ∑

=
− δδ

1+n

1=n 2=n



 

 139 

    (4.11) 

 

Therefore we will end up with the following equation as: 

 

     (4.12) 

 

where  is the expectation operator. We can see in next figure (Figure 4.9) a 

graphical explanation on how one can obtain the aforementioned observation: 

 

 

 

Figure 4.9: Graphic depicting the initial multipath bias to be obtained   

 

)()(1),(1
0,

1
,

1 1
1, tMtM

r
ttM

r
prn
sm

r

n
n

prn
sm

r

n

n

k
kk

prn
sm Δ−Δ≈⎥

⎦
⎤

⎢
⎣
⎡ Δ ∑∑ ∑

== =
−δ

[ ] )()(),( 0,,
1

1, tMtMEttME prn
smn

prn
sm

n

k
kk

prn
sm Δ−Δ≈⎥

⎦
⎤

⎢
⎣
⎡ Δ∑

=
−δ

[ ]E



 

 140 

To isolate the initial epoch multipath given by Equation 4.12, that is, , from 

the differential multipath observations, the first term on the right-hand side, 

, should be removed. 

 

This can be accomplished by mechanical calibration and/or numerical randomization. To 

summarize the idea, in order to separate the deterministic initial single-difference 

multipath bias, buried under correlated noise due to filter differentiations, it is necessary 

to “whiten” or randomize the differenced-in-time single-difference multipath 

observables.  

 

The mechanical calibration may include the dual-antenna GNSS system performing 

random motions for a few minutes at the beginning of the test. The numerical 

randomization refers to the “whitening” algorithms included in the processing 

algorithms, and performed continuously on-the-fly. When the isolation of the initial 

multipath epoch is completed, we can recover the multipath observations at every epoch 

using (4.8) eventually. 

 

4.4 - Central Difference Approximations 

 

Because a digital differentiator is involved in the MIMICS strategy, it is important that 

one understands the concept of digital differentiators. An ideal digital differentiator can 

be written in the following form [Bruton et al., 1999]: 
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    ( ) ωω jeH tj = ,  for 
2

0 sωω ≤≤   (4.13) 

 

where  is the frequency,  is the sampling frequency and T is the corresponding 

sampling period. To differentiate a discrete time signal, such as GNSS data, one can use 

a discrete time convolution. In this case, the differentiator can be considered as a non-

recursive or finite impulse response (FIR) filter. Practically, a FIR differentiator can be 

applied to a discrete data set, such as the ( 1L ) carrier-phase time series , using a 

convolution as follows: 
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where  is the derivative of the input signal  at time t , and h  is the impulse 

response with order (N-1). Using sequentially this filter will create a time series of the 

carrier-phase . Applying the same convolution again, one obtains the range-rate 

change: 
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Theoretically, the relationship between the impulse response h  and the ideal digital 

differentiator is given by: 
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Then, the design of a digital differentiator depends on the choice of the impulse response 

h  and the order of the filter which is related to the length of the window. Ideally, the 

order should be chosen in a way that the filter frequency response should respect 

Equation 4.13. In case the digital differentiator is designed based on a central difference 

approximation, its order should be chosen to follow the “ideal” line depicted in next 

figure (Figure 4.10): 

 

 

 

Figure 4.10: Central difference approximations of different orders 
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The approach of central difference approximations is one of important classes of FIR 

(Finite Impulse Response) differentiators, which are highly accurate at low to medium 

frequencies. In such an approach, both the backward and the forward values of a given 

function are used to approximate the derivative of the function. In this case, the 

derivative is obtained by solving a set of  equations obtained by  terms 

Taylor expansion of a function  at , . These equations can 

be written as: 

 

     r + dA f ⋅=      (4.17) 

 

where f  and d  are the vectors of length , A  is a  square matrix, and 

these are defined by the following matrices (Equations 4.18): 
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   (4.18) 

 

and r  is a vector of length N2  representing the remainder terms, each of which is of the 

order 12 +NT , and contains derivatives of the function of order greater than N2  at 0=t . 

For smaller values of T  this terms is negligible. 

 

Digital differentiators are introduced in our approach to derive higher order range-

dynamics (e.g., range-rate, range-rate change, and so on) using the single-difference 

(between receivers connected with a common external oscillator) carrier-phase 

observations. These higher-order range dynamics will be used in Equation 4.6 to 

substitute the integrated slant range in the most accurate possible way. 

 

 By solving the matrix Equation 4.18, it is possible to obtain tap coefficients for several-

order differentiators. It was demonstrated [Khan et al., 1999] that the coefficients of the 

maximally linear digital differentiator of order  are the same as the coefficients of 

a central difference approximation of order . For example, the tap coefficients  

for a second-order differentiator (i.e., p=2) used to obtain range-accelerations are given 

by: 
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     (4.19) 

 

and 

 

         (4.20) 

 

is the tap coefficient for the central point. Thus the central difference approximation of 

the second-order derivative for the arbitrary order of 2N can be written as: 

 

       (4.21) 

 

where again  is the data sample interval,  is the measurement time series, and 

 is the remainder.   

 

Another advantage of the central difference approximation is that within a certain 

maximum allowable ripple on amplitude response of the resultant differentiator, its pass-

band can be dramatically increased. Multipath in kinematic scenarios should be treated 

as a high-frequency correlated scattered signal (due to the fast changing multipath 

environment and reflectors characteristics) and therefore the central difference 

approximation should allow for the passing of these high frequencies. 
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 This means that when the GNSS-based platform performs multiple manoeuvres the 

antennas acceleration can change considerably in a short time-span. Therefore, the 

system should be able to track these differences, that is, it must track the platform jerk 

(acceleration time-difference). This is possible through the application of a third-order 

differentiator to obtain range-jerks ( ). Their tap coefficients are given by: 

 

     (4.22) 

 

The optimal filter order choice is a very sensitive issue when the goal is to make 

MIMICS a useful algorithm in practical applications. Orders of  would be more 

accurate as seen from Figure 4.10, however there should be a compromise between the 

achievable accuracy, processing time (latency), and receiver memory allocation. 

 

Therefore in order to estimate the optimal filter order (so that we can remove carrier-

phase bias, and yet “track” as much as possible the platform dynamics) the residuals of 

velocity and acceleration estimates between the antennas are assessed in our approach. 

We calculate precise kinematic velocities and accelerations (in the position domain) in 

order to derive, on a second-stage, accurate range-rates, and range-rate change (in the 

measurement domain) to be used in equation 4.6.  
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4.5 Carrier-Phase Based Kinematic Velocity and Acceleration Estimation 

 

The estimation of velocity and acceleration using GPS is based on the differentiation of 

the carrier-phase measurements or the receiver-generated Doppler measurements. 

 

Considering the level of noise, it is preferable to generate velocity and acceleration 

measurements from the differentiation of the carrier-phase rather than from the 

instantaneous Doppler measurement (which is noisier). For velocity estimation we need 

to obtain range-rates while we need range-rate change (range-acceleration) for the 

estimation of acceleration. 

 

The optimal design of a differentiator is the key point for an accurate velocity and 

acceleration estimate from the carrier-phase measurements, which should make a 

compromise between the noise level reduction, thus the accuracy that can be achievable, 

and the spectral resolution of the differentiated signal (band-width), because the 

differentiation method may be aliased the platform dynamics information’s contained in 

the resulted signal. Since this choice depends on the particular platform dynamics, we 

have investigated different test scenarios and platforms in real-time environments. 

 

Previous studies on GPS velocity determination [Van Graas and Soloviev, 2003; Ryan et 

al., 1997] show that it is possible to achieve accuracies of a few millimetres per second 

depending on receiver quality, whether in static or kinematic mode, stand-alone or 

relative mode, and the particular dynamics situation The velocity of the receiver 
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mounted on a moving platform can be determined by using the carrier-phase-derived 

Doppler measurements or the receiver generated Doppler measurements. 

 

A receiver-generated Doppler measurement is a measure of instantaneous velocity, 

whereas the carrier-phase-derived Doppler is a measure of mean velocity between 

observation epochs. The Doppler measurement is noisier than carrier-phase-derived 

Doppler because the receiver-generated Doppler is measured over a very small time 

interval. As carrier-phase-derived Doppler is computed over a longer time span than 

Doppler, the random noise is averaged and lowered. Therefore, very smooth velocity is 

obtained by carrier-phase-derived Doppler observation if there is no undetected cycle 

slips. 

 

The carrier-phase-derived Doppler can be obtained by either differencing carrier phase 

observations in the time domain, normalizing them with the time interval of the 

differenced observations or by fitting a curve using polynomials of various orders with 

successive phase measurements (delta-ranges).  

 

By extending this approach of the differentiation on the measurement domain, it is also 

possible to estimate GNSS-based kinematic accelerations, determined by differentiating 

range rates with respect to time to determine the line of sight range-rate change. 

Actually, one is differentiating twice in cascade the raw carrier-phase measurements, to 

obtain the range-rate change. As a simple example just for a first-order differentiation 

(thus applicable for a static receiver) we would obtain: 

 



 

 149 

         (4.23) 

 

which will result in the following differentiator for the carrier-phase range rate: 

 

        (4.24) 

 

and for the carrier-phase range acceleration: 

 

  (4.25) 

 

The advantage of this approximation is simplicity. As was demonstrated by [Szarmes et 

al., 1997], the use of the first order central difference approximation of the carrier-phase 

observations to generate the Doppler observations is easy to implement and provides the 

most appropriate velocity estimates in low dynamics environments. The same approach 

can be applied for estimating acceleration. 

 

The trade-off is that the approximation cannot reflect quite well the receiver dynamics in 

kinematic situations with unknown dynamics. The first order central difference 

approximation is a linear prediction of the Doppler shift, which corresponds to a band-

pass filter with cut-off frequencies at 0.125 and 0.375 Hz. The cut-off frequency of the 

[ ]Th 101
2
1 −=

t
ttttt

Δ
Δ−Φ−Δ+Φ≈Φ

.2
)()()(

2.4
)3()(2)(

.2
)()()(

t
tttttt

t
ttttt

Δ
Δ−Φ+Δ−Φ−Δ+Φ=

Δ
Δ−Φ−Δ+Φ≈Φ






 

 150 

filter is determined at the frequency where the amplitude reaches around 70% (i.e., 

) of the maximum amplitude.  

 

 

 

Figure 4.11: Frequency response of the filter to the amplitude at a 1 Hz sampling rate. 

The fourth-order Butterworth filter with cut-off frequencies at 0.125 and 0.375 Hz is 

also plotted in the figure as an example of the conventional band-pass filters, which have 

more or less similar frequency responses 

 

As is illustrated in Figure 4.11, the filter of the first order central difference 

approximation stops the signals at 0 and 0.5 Hz (i.e., Nyquist frequency). At a half of the 

Nyquist frequency (0.25 Hz), this filter passes the signals without filtering. Therefore, 

this filter can perfectly remove constant biases in the signals. 

21
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 However, this filter will reduce the amplitudes of the signals over all frequency 

components except for a half of the Nyquist frequency. If we carry out a kinematic test at 

a 1 Hz data rate, the higher-order effects (e.g., all frequency components higher than the 

Nyquist frequency, 0.5 Hz) of the receiver dynamics will be aliased in the approximation 

of the carrier phase [Ifeachor and Jervis, 1993].  

 

The first step of our approach to determine the precise platform antennas velocities and 

accelerations is to compute the satellite velocities and accelerations in real time, i.e. 

from the broadcast ephemerides. Until now, it is not very common to see works on this 

subject, probably because when one wants acceleration information in real time it is 

easier to get those very precise (in a short term) from accelerometres, or for other 

applications, a post-processing procedure using precise ephemerides is adopted. 

 

 However, if we can prove that satellite velocities and accelerations can be estimated at 

the order of mm/s and mm/s2 respectively using broadcast ephemerides by properly 

modeling the other error sources, it is reasonable to assume that one can also estimate in 

real time user velocities and accelerations with the same order of magnitude. This proof 

comes from solid concepts on satellite dynamics and the close relationship between the 

satellite orbital broadcast parameters and their differentiation in time to obtain not only 

satellite velocities and acceleration in the orbital plane but also in the Earth-Centre-

Earth-Fixed (ECEF) reference frame. The next figures and explanations come from 

[Kennedy, 2002], and are very well detailed and explained. 
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Figure 4.12: Line-of-sight relative geometry between satellite and user 

 

s
u

s
u

s
u r hx ⋅=      (4.26) 

 

-  s
ux  is the relative position vector between the user u and the satellite s.  

- s
ur  is the geometric range between the user and the satellite. 

-  s
uh  is the unit direction vector between the user and the satellite. 

 

A more useful way of seeing Equation 4.26 is putting it in view point of the geometric 

distance, that is: 

 

ru
s = hu

s !xu
s

     (4.27) 
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By differentiating Eq. (4.27), one obtains the geometric range rate: 

 

!ru
s = !hu

s !xu
s +hu

s ! !xu
s

= hu
s ! !xu

s (! "hu
s ! xu

s ! !hu
s !xu

s = 0)   
(4.28) 

 

and by differentiating Equation 4.27 two times, one obtain the geometric range-

acceleration between the user u and the satellite s: 

 

!!ru
s = hu

s ! !!xu
s + !hu

s ! !xu
s
     (4.29) 

 

where their two components (radial and tangential) can be seen in the next figure: 
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Figure 4.13: Mechanics of satellite acceleration 

 

The two quantities  and , are respectively the true geometric range-rate and range-

rate change, which can be approximated by the differentiation of the carrier-phase in 

time, as explained before. 

 

The satellite velocities are obtained through an analytical differentiation in time of the 

ECEF parameter equations (ICD-GPS-200C): 
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and accelerations: 

 

     (4.31) 

 

where these ECEF coordinates are given by: 

 

        (4.32) 

 

and the orbital plane coordinates are: 

 

           (4.33) 

 

and is the corrected longitude of ascending node: 

 

       (4.34) 

 

and kr , ki , and ku  are, respectively, the corrected radius, corrected inclination, and 

corrected argument of latitude. 
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Another way to see it is through a differentiation in time of the orbital plane coordinates 

and the differentiation of the rotation matrices, to convert the orbital plane coordinates to 

ECEF. Both methods give identical results, as one can see from next equation: 

 

     (4.35) 

 

where R is given by: 

 

 

(4.36) 

 

Here we only depict the derivation of the satellite accelerations, as this is a more 

complex operation (however the same method is applied for the velocities). After the 

derivation of the satellite velocities and accelerations from the broadcast ephemeris, one 

can validate them comparing with those derived from a NGA (National Geo-Spatial 

Agency - http://earth-info.nga.mil/GandG/sathtml/ - accessed as of February, 2013) SP3 

file which contains precise positions and velocities. This can be done using a 9th order 
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Lagrange interpolating polynomial and generate solutions with the rate that best fits one 

purposes: 

 

          (4.37) 

 

and the polynomial: 

 

         (4.38) 

 

As for the accelerations, since the SP3 file does not contain them, it is easier to use the 

interpolated velocities and through numerical differentiation obtain them. Our choice 

was again a first order central difference approximation using a Taylor’s expansion, 

which can also shed some light on the error involved in using the approximation:  

 

       (4.39) 

 

Figure 4.14 shows the differences of the velocity and acceleration estimates using the 

broadcast ephemeris and the SP3 precise ephemeris. One can see a proof that the 

satellite velocity and acceleration predicted by using the broadcast ephemeris in the 

navigation message is sufficiently accurate. 
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Figure 4.14: Satellite velocity and acceleration accuracy assessment using broadcast 

ephemeris 

 

Before giving the mathematics behind the observables, it is important to understand that 

although the position solutions are relaxed in the carrier-phase method, their precise 

determination is nonetheless important to the precise determination of velocity and 

acceleration. At least, positioning accuracy of DGPS, i.e., 10 m, is required for the errors 

caused by the wrong coordinates to be negligible [Itani et al. 2000]. An error of 10m in 

the position could provide the velocity estimation with negligible deviation. In this case, 

errors were absorbed in the least-squares solution and we obtained a noisier solution 

with an error of few mm/s. 
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At this point, one is ready to see the relationship between the true geometric range-rate 

 and the range-rate derived from the carrier-phase differentiation in time . The 

same can be extended for the geometric range-rate change  and the derived range-rate 

change . Equation 4.40 shows the observation equation for the velocity 

determination. 
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where  stands for the geometric-range rate between the receiver u and satellite s,  

for the receiver clock drift,  for the satellite clock drift,  for the ionospheric delay 

rate,  for the tropospheric delay rate,  the error in satellite velocity derivation, and 

 for the receiver system noise. For the range-acceleration, the same can be applied: 
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   (4.41) 

 

Through all the modeled quantities in the equation are of a 2nd order, and  is the 

error in satellite acceleration calculation. 

 

Since one use the pseudo-range measurements for the position solutions and the carrier-

phase for deriving range-rates and range-rate change, we model out some of the errors in 
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the raw observations. For the carrier-phase, they are the errors in satellite clock, 

propagation effects in the ionosphere and troposphere, and receiver system noise, which 

can be summarised as in equation 4.42: 

 

       (4.42) 

 

The effects of satellite clock bias and drift were modeled out using the coefficients in the 

navigation message [ICD-GPS-200, 1999]. The relativistic effect and group delay 

differential are also accounted for using appropriate algorithms with values given in the 

navigation message. 

 

 To reduce the effect of the tropospheric delay in the measurements, we use the UNB3 

tropospheric prediction model [Collins and Langley, 1997], which is based on the zenith 

delay algorithms of Saastamoinen [1973], the mapping functions of Niell [1996], and a 

table of sea-level atmospheric values derived from the U.S. 1966 Standard Atmosphere 

Supplements, and lapse rates to scale the sea-level values to the receiver height. 

 

 For reducing the effects of ionospheric delay, we use the standard Klobuchar model 

[Klobuchar, 1987], using the parameter values in the navigation message. Since we use 

the time-differenced measurements over a short time interval (that is, less than or equal 

to 2 seconds) for velocity and acceleration determination, the residual effects of the 

tropospheric and ionospheric delays, if any, are normally negligible. After modeling 
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accordingly the measurements, the observation equations for velocity and acceleration 

are now given by: 

 

     (4.43) 

 

where one can see explicitly the relation between the derived observations through 

differentiation, and those from equation (4.27) and (4.28), that is: 

 

      

 

where  and  stand for the satellite velocity and acceleration vectors,  and  

for the receiver velocity and acceleration vectors, and h represents the directional cosine 

vector between the receiver and satellite. Hence, it is easier to describe the unknown 

parameters for both the velocity and acceleration, in the least-squares sense: 
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5 Adaptive Estimation Using Auto-Regressive Models 

 

5.1 Auto-Regressive (AR) Adaptive Estimation 

 

Up to now we have assumed that the AR model parameters are known a priori. In 

practical applications (i.e. real-time), however, these parameters must be estimated from 

noisy observations. Therefore, the key point for the performance of our multipath signal 

enhancement system is the estimation of AR parameters in the presence of colored noise.  

 

The AR parameters are estimated using an iterative procedure, i.e. filtering of signal 

block and parameter estimation is alternated several times. Obviously, this approach 

results in a high computational complexity even when implementing using high-level 

languages such as C/C++.  

 

The adaptive Kalman filter used in our enhancement system is based on the adaptive 

setup as shown in Figure 5.1, and may be designed to suppress combinations of colored 

noise and impulsive noise. The enhanced signal at the output of the Kalman filter is fed to 

the AR parameter estimation subsystem. At the beginning of the system’s convergence 

period the colored noisy signal (that is, the time-differenced single-difference multipath 

measurements) is used for AR parameter estimation. 
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 Convergence of this system is ensured as long as the AR signal contains signal 

components that are stronger than the disturbing noise. Due to the feedback loop the 

parameter estimation of the AR signal is further improved.  

 

The system requires a minimum of a priori knowledge of signal and noise parameters 

(that’s why we can input approximate multipath reflector characteristics in any 

environment) and is capable of tracking short-time stationary signals as is usual in high 

multipath-reflective and diffractive scenarios.  

 

 

 

Figure 5.1: MIMICS algorithm flow-chart (the initial steps of multi-antenna carrier-phase 

handling, and pre-processing are not depicted) 
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At the first stage to derive single-difference multipath at the initial epoch, )( 0, tM prn
smΔ , 

mechanical and mathematical randomization of the single-difference multipath 

observables is performed in our approach. A time series of the single-difference 

multipath observables to be randomized is given as: 

 

   ),(),...,,(),,( 0,02,01, ttMttMttM n
prn
sm

prn
sm

prn
sm ΔΔΔ δδδ       (5.1) 

 

Then our goal is to achieve the following condition, which enables us to isolate the initial 

single-difference multipath bias (if there is no loss-of-lock so that we can guarantee 

continuity), as: 

 

     [ ] 0)( 0, =ΔΕ tM prn
sm         (5.2) 

 

where [ ]•Ε  is the expectation operator. Obviously this equation will equal zero only if 

multipath behaves truly as a random stochastic process (thus a white-noise stochastic 

process).  

 

Although multipath in a kinematic scenario tends to be more or less random, its temporal 

correlation should not be ignored in our approach. To guarantee random multipath, 

instead, our approach tries to de-correlate the between-antenna relative multipath through 

the introduction of a pseudo-random motion. As one cannot completely rely only on a 

mechanical de-correlation through the platform calibration motion, one also has to do it 

through the mathematical “whitening” of the time-series. 
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White noise is defined as a stationary random process whose power spectral density 

function is constant. That is, it contains all frequencies of equal amplitude. If the constant 

spectral amplitude is Α , then the corresponding autocorrelation function is given by the 

inverse Fourier transform of a constant, which is the Dirac delta ( )τδ  (τ  is the time-

lag): 

 

 

 

Figure 5.2: White noise model, power-spectral density functional (left), and auto-

correlation function (right) 

 

The white noise model is unbiased, that is, have zero mean for all time, and thus it is 

exactly what we sought to obtain an unbiased estimate of the initial single-difference 

multipath from the (colored) noisy time-difference multipath observables. 

 

However this model (Figure 5.2) is a mathematical idealization (or abstraction) since 

white noise cannot really occur in nature because it requires infinite energy. Nevertheless 
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white noise model processes can be mapped onto variance, co-variance and auto-

correlation functions of stochastic random processes, which are easier to implement 

algorithmically. 

 

The ensemble of data given in Equation 5.1 can be modeled as an oscillatory random 

process, for which second or higher-order auto-regressive (AR) models can provide more 

realistic modeling in kinematic scenarios. 

 

We estimate the parameters of this model in real time, in a block-by-block analysis using 

the Yule-Walker equations [Park, 2004]. A whitening filter can then be formed from the 

estimated parameters. An auto-regressive process is one represented by a difference 

equation of the form: 

 

    ∑
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i
ip neinxnx

1
, )()()(ˆ θ         (5.3) 

 

where )(nx  is the real random-sequence, ip ,θ  and 0, ≠ppθ  are parameters, where p  is 

the order of the AR model (for instances, 1=p  corresponds a 1st-order Gauss-Markov 

model), and e(n)  is a sequence of independent and identically distributed zero-mean 

Gaussian random variables, that is: 
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The sequence )(ne  is called white Gaussian noise. Thus an autoregressive process is 

simply another name for a linear difference equation model where the input or forcing 

function is white Gaussian noise. 

 

 The prediction is forward in the sense that the estimate at time index n  is based on p  

samples indexed earlier in time. The complex forward linear prediction error is given as: 

 

)1()()(ˆ)()(
1

, −−=−= ∑
=

nxnxnxnxne
p

i
ip

f θ        (5.5) 

 

and its functional representation is given by the flow-chart depicted in Figure 5.3, that is:  

 

 

 

Figure 5.3: Flow-chart of a linear prediction function 

 

where the superscript f  is used here to denote that this is a forward estimate. Equation 

5.3 can be easily reduced to a state model of the form: 

 

    )(E)1(X)(X nnn +−⋅Θ=       (5.6) 
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which is more easily applied to real-time processing algorithms. The AR coefficients 

vector can be obtained through: 

 

Θ⋅= RrXX          (5.7) 

 

where R  is the correlation coefficient matrix, XXr  is the auto-correlation coefficient 

vector, and Θ  is the auto-regressive coefficient vector. This vector-matrix equation is 

called the Yule-Walker equation. More important, because R  is invertible, we can 

obtain: 

 

     XXrR 1−=Θ          (5.8) 

 

where the scalar auto-correlation function XXr  for a random process (t)x  is defined as: 

 

   [ ] ( )∫ ∫
+∞

∞−

+∞

∞−

=Ε= 2121212121 ,)(),(),( dxdxxxfxxtxtxttrXX       (5.9) 

 

where ),( 21 xxf  is the joint probability distribution. Therefore Equation 5.9 can be used 

to estimate the parameters ip,θ  of the model. In general Equation 5.7 has the following 

matrix form: 
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Therefore one can estimate the parameters ip,θ  using the usual linear weighted least-

squares solution equation: 
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Where 1−
kl

C is the weight matrix, that is, the inverse of the observations covariance-matrix, 

and can be given by the standard-deviation of the auto-correlation estimates XXr . The 

other terms in Equation 5.11 are given by: 
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The Yule-Walker method constructs the Equation 5.6 by using the estimates of auto-

correlation sequences from the sample data (in Equation 5.1), and by the minimization of 

the forward prediction error in the least-squares sense, and therefore it fits as whitening 

filtering method to real-time systems.  
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The selection of the model-order p of the )(pAR  “whitener” is a critical one as the 

determination of the order of stochastic models is unknown and needs to be estimated. 

That is, an order too low results in a poor whitener of the background coloured noise, 

while an order too large might affect the embedded original signal, which we are 

interested in detecting. 

 

Since the order of the coefficients estimation depends on the multipath spectra 

(dependent on the platform dynamics and reflector distance), we use in MIMICS a cost-

function to estimate in real-time the proper order. The order was set to vary between one 

(a Gauss-Markov model) and five. For instances, in the case when 2=p  (second-order 

autoregressive model), )(nX  is given by: 

 

   )()2()1()( 2,21,2 nenXnXnX +−+−= θθ      (5.13) 

 

Where 

 

     [ ]
[ ] [ ]221,2 )1()0(

)2()0()1(

XXXX

XXXXXX

rr
rrr

−
−=θ       (5.14) 

 

And 

 

     
[ ]

[ ] [ ]22

2

2,2 )1()0(
)2()2()0(

XXXX

XXXXXX

rr
rrr

−
−=θ      (5.15) 



 

 171 

 

The respective second-order cost function uses the residual sum of squared error, which 

can be used to estimate 2σ̂ , and is given by: 
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N 3
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4
1ˆ θθσ     (5.16) 

 

The order estimation that gives the lowest error is the one chosen, and this task is done 

iteratively until it reaches a minimum threshold value (given by the standard-deviation of 

the single-difference carrier-phase observable). 

 

 Once this stage is fulfilled the initial single-difference multipath observable can be easily 

obtained and fed to the Kalman filter. The next figure (Figure 5.4) illustrates the 

frequency of actual orders, coming from a real-live signal test scenario (using a vehicle as 

the dynamic platform, and overviewed in next chapter), determined based on the cost 

function given by Equation 5.16: 
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Figure 5.4: The distribution of the AR order models for the estimated multipath 

observables 

 

A good example is given by a periodogram of the original time series (Figure 5.5) from 

one of the satellite signals observed in the aforementioned test scenario. It clearly shows 

strong temporal correlations and they mostly reflect the outcome of the raw carrier-phase 

differentiators to obtain the higher-order range dynamics (and possibly as well from time-

correlated multipath signatures such as multipath fading). 
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Figure 5.5: Periodogram of the original time series (used to generate a multipath 

observable) 

 

After applying the Yule-Walker method to whiten the data, the operation described from 

previous equations can be applied on the coloured noisy correlated data and one can now 

see that the ensemble of time-differenced, single-difference multipath observables, that 

is, the residuals that represent a truly random stochastic process (Figure 5.6):  
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Figure 5.6: Periodogram of the whitened time series (used to generate the original 

multipath observable) 

 

Then the combination of an initial mechanical calibration (dynamic platform forced 

random motion – see Figure 5.7), and the whitening signal processing technique 

mentioned before should be enough to derive the multipath observables. 

 

This type of calibration is very common in the surveying and construction machine 

control business. Any experienced surveyor working with GNSS-RTK systems knows 

that moving the GNSS antenna (usually the pole) in a random fashion improves the initial 

ambiguity fixing. 
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 On the other hand, construction machine (dozers, motor-graders, etc.) operators initialize 

their positioning and orientation systems by performing initial blade random motions, 

where the sensors are mounted. 

 

 

 

Figure 5.7: Dual-antenna system initial calibration, where the vehicle random vehicle 

motion causes a continuous variation in the between-antennas angle (θ ), and thus leads 

to a multipath time-decorrelation 

 

5.2 Kalman Filter Multipath Parameters Estimation 

 

Once single-difference multipath observables are derived, on a satellite by satellite basis, 

it is possible to estimate the parameters ( β  composed term for reflection coefficient and 

correlation function - dampening factor, 0γΔ  phase-delay on master antenna, 0ϕ  
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azimuth of reflected signal, 0θ  elevation angle of reflected signal) of the multipath 

observable for each PRN (Figure 5.8): 

 

 

 

Figure 5.8: Multipath parameters estimation for each visible satellite (per epoch and 

simultaneously) 

 

An Extended Kalman Filter (EKF) is applied, and the observation vector is formed by: 
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where a0 , and a1  represent the master and slave antennas, respectively, and q  refers to 

the satellite being modeled. n  is the length of the data window used to form the 

observation vector for each epoch. This value can vary from 1 (hence, only one 

measurement update per epoch), to 10. Both have advantages and disadvantages. Using 

10Hz as data update-rate it means that in 1 second the 10 measurements are able to 

capture the multipath properly for most kinematic applications. 

 

The measurements are combined with the previous state estimate using the standard form 

as: 
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     (5.18) 

 

where )(h ⋅k  is the non-linear function relating the state to the measurement. The 

observation matrix in Equation 5.18 is the Jacobian matrix, given by Equation 5.19 (Note 

that the arrangement of this matrix reflects the use of the Kalman filter PVA – Position, 

Velocity, and Acceleration stochastic model): 

 

The Kalman gain kK  is determined by: 
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!1       (5.20) 
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where kR̂  is the expected noise covariance. As the multipath observables are estimated 

from the whitened time series, their noise variance is also obtained straight-forwardly and 

in fact we can say that from the Kalman filter point of view they are realistic (i.e., they 

represent the “true” measurement noise covariance). The state and covariance are 

propagated between updates using: 
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       (5.21) 

 

where kΦ  is the state propagation matrix, which is a linearization of the dynamic 

function defined before. When the platform experiences higher dynamics, such as the 

rapid rotations, acceleration is no longer constant and jerk is present. Therefore a Gauss-

Markov model may be more suitable and can be implemented through a position-

velocity-acceleration (PVA) dynamic model. Hence, the acceleration is modeled as a 

Gauss-Markov process with parameter xτα /1=  where xτ  is the correlation time of the 

system acceleration. Then, the state vector is given by: 

 

 [ ]000000000x̂ θδθδδθϕδϕδδϕγδγδγδβδδβ  ΔΔΔ=k    (5.22) 

 

The parameter δβ  is modeled as PV model, whereas the remainder follow a PVA model. 

This is because the reflection coefficient/dampening factor does not vary much for the 

same surface where the reflections originate. 
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 This is not the case for the other parameters, where variations depict higher-order 

dynamics depending on the user platform-to-satellite relative dynamics. This is easily 

seen in simulated data. 

 

The propagation matrix takes the following form (for each parameter): 
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The process noise matrix is given by (following the same PVA Gauss-Markov system 

model): 
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where 
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and the matrix coefficients are given by: 
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The term xτα /1=  is again the correlation time of the system acceleration, as used in the 

transition matrix (Eq. 5.24), and MS  represents the multipath parameters spectral 

amplitudes (being βS , 
0γΔS , 

0ϕS , 
0θS ) associated with the white noise driving functions. 
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The partial derivative, from the Jacobian matrix kH , for the state-vector parameter β  

(multipath reflection-coefficient/dampening factor) is given by:  
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and for the parameter multipath phase-delay, that is 0γΔ : 
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The multipath geometric parameters partial derivatives, starting with the reflector 

azimuth angle, 0ϕ , upon the master-antenna are given by: 
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and for the reflector azimuth-angle upon the master-antenna, 0θ , by: 
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where, for all the parameters partial derivatives, we have: 

 

   v = sin(!!1)" sin(!!0 )+ 2"0 sin(!!1 "!!0 )[ ]      (5.31) 

 

   [ ])cos(2)cos()cos( 01001 γγαγγ Δ−Δ+Δ+Δ=u     (5.32) 

 

5.3 Observability 
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The Kalman filter has been used extensively in the real-time precise positioning and 

navigation area, particularly in the field of tracking and parameter estimation such as with 

GNSS and INS systems, or a combination of both. By contrast, another two issues raised 

by Kalman during his seminal work, controllability and observability are seldom seen in 

the immense GNSS literature although they are the two fundamental tools to design 

properly a Kalman filter. 

 

In this dissertation (and respective implementation in a C++ algorithm) the real-time 

estimation of multipath parameters, per satellite, and posterior filtering of carrier-phase 

multipath relies and is achieved upon time-continuous “derived” multipath 

measurements. Therefore, it is always important to guarantee within the MIMICS 

algorithm that there are enough measurements in the entire estimation process to predict 

the system state over the long term. 

 

This problem is covered in the system observability analysis, and in some situations it 

can be fixed by reducing the number of state variables, or by adding additional sensors. 

Formally, a system is observable if the initial state can be determined by observing the 

output for some finite period of time. Using again the Kalman filter equations: 

 

   xk+1 =!kxk , where 1,,0Hxz −== mkkk …  

 

then we can use the following expressions: 
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z0 =Hx0
z1 =Hx1 =H!x0
z2 =Hx2 =H(!)

2 x0
!

zn"1 =Hxn"1 =H(!)
n"1x0

      (5.33) 

 

which leads to the following observability equation: 

 

   ! = HT "THT ! ("T )n-1HT#
$%

&
'(       (5.34) 

 

A system with state vector kx  of dimension n  is observable if the observability matrix 

Ξ  has row rank (that is, n  linearly independent rows). The implementation of an 

observability module within the thesis software suite was quite straight-forward, and 

throughout the tests performed the system was always observable. 

 

6 Tests and Results 

 

Machine control and automation has always been perceived as an intermediate process to 

increase industrial productivity (and thus profitability), operability, comfort, and safety 

net gain for human lives and goods. However one of the biggest limitation factors to 

achieve and implement successful automation systems for the markets of surveying, 

precision agriculture, aircraft precision approach, maritime ship guidance, and 

construction automation (just to name a few) has been difficult to prove that the 
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underlying positioning system can provide reliably and continuously position and 

navigation information throughout all conditions, and scenarios. 

 

Moreover, with the growing establishment of continuously operating GNSS reference 

stations employed in network-RTK services of which machine automation has been one 

of the keenest users, some of the GNSS residual biases (mostly atmospheric) have been 

successfully ameliorated. 

 

 Therefore it was very important to assess thoroughly throughout this dissertation if 

assumptions and modeling of multipath spectra in dual-antenna systems, when the 

platform has variable dynamics, were accurate and representative of real-live scenarios. 

Therefore, based on the data obtained from those assumptions, the MIMICS algorithm 

developed in this dissertation can be employed and process the raw multipath- 

contaminated data, in real-time, and check if this approach is successful. 

 

6.1 GNSS Software Simulation 

 

The first step was to develop specific Matlab/C++ functions for this purpose as it is 

always a good idea to develop simulation software sub-routines modeling signal 

phenomena in dynamical systems. This is due to the ease of obtaining data repeatability 

and consistency, especially when changing simulation parameters to reflect multiple 

simulation dynamic scenarios. 
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 As seen in next figure (Figure 6.1) urban canyons are typical kinematic scenarios where 

dual-antenna GNSS systems can be used not only to derive vehicle pitch and yaw angles 

(depending on the antennas configuration) as well as to remove multipath in real-time as 

proposed in this dissertation. 

 

 Actually, nowadays many new vehicles already possess dynamic control systems, using 

a combination of sensors such as inertial, odometres, and GNSS (all collected/processed 

using CAN-bus - Controller Area Network – protocols) which automatically assist the 

vehicle wheel-control in icy/slippery roads. The estimation of vehicle pitch/yaw from 

GNSS dual-antenna systems is very important in these situations as it can help to 

determine the vehicle slip angle, that is, the difference between a platform’s intended 

heading angle, and the true heading. 

 

 

 

Figure 6.1: Illustration of one of the possible scenarios implemented in the simulator 
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For this scenario the software simulation routines generated data containing dual-antenna 

multipath signals arising from strong specular reflectors with variable dimensions and 

fast changing reflector distance to the vehicle (as seen in Figure 6.1). The processing 

results from this typical simulation scenario can be seen in next figure (Figure 6.2) where 

the Kalman filter takes about 90 seconds to achieve steady state and estimate the four 

multipath parameters. 

 

 Note that in this simulation, rather simplistic, one assumed that all but the multipath 

phase delay had constant values. This is due to multipath phase delay changing 

continuously along the satellite path, even for static platforms, and its intrinsic correlation 

with the reflector distance, depending if the satellite is rising or setting (one can see this 

quantity decreasing in the second plot starting from the top). The MIMICS algorithm was 

able to detect and properly estimate these features. 

 



 

 189 

 

Figure 6.2: Multipath parameters estimation using software simulations 

 

In this model the intention is to mimic scenarios where GNSS dual-antenna performs 

either an initial random motion calibration (part of the system initialization, as it is done 

with certain inertial navigation systems with initial alignment), or during a vehicle long-

term random dynamic behavior. 

 

Nevertheless, as it is necessary to assure GNSS dual-antenna random motion helps 

decorrelating multipath from specular reflectors, I developed a simple yet powerful mean 

(Figure 6.3) to easily perform as many as possible dual-antenna random rotations, while 
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at the same time estimating between-antennas distance to fit in many dynamic platforms 

as possible yet still respecting MIMICS underlying theoretical assumptions.  

 

 

 

Figure 6.3: Mechanical setup for dual-antennas random motion, and antenna optimal 

distance 

 

6.2 GNSS Hardware Simulation 

 

The exact test scenario was implemented with the same GNSS antenna/receiver 

hardware, however using data from a hardware-simulator (Spirent 4760) to validate this 

approach instead of real-live satellite signals. In the next figure (Figure 6.4) one can see 
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both receivers connected to the two simulator RF outputs, and the external oscillator 

connected to the receivers via a splitter. 

 

 

 

Figure 6.4: Hardware simulator setup with all the required equipment 

 

In Figure 6.5 one can see the potential in using multipath hardware-simulated data 

through the use of pre-defined perfect reflectors in the vicinity of the antenna(s). For each 

multipath path, one channel is allocated and superimposed on the direct signal. 

Receiver_1 
Receiver_2 

GNSS	
  Simulator 

External 
	
  Oscillator 

Splitter 
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Its location (thus working as a reflector) can be defined and even pre-programmed to 

change its dimensions and relative offsets to the vehicle where the antennas are located, 

while the vehicle roves. Besides, the vehicle dynamics can also be programmed to vary 

accordingly. 

 

 

 

Figure 6.5: Vehicle speed and heading pre-programmed in the simulator scenario set-up 

 

In the top panel of next figure (Figure 6.6), one can see the results from the hardware-

simulated data for a specific satellite (in blue). This single-difference multipath data is 

obtained from the difference between the described scenario with the channels-allocated 

reflector active, and the same test running a posteriori without these channels active. 
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Besides the receiver noise, the only error source remaining after differencing should be 

multipath (atmospheric errors are eliminated due to the short spacing between antennas). 

 

In the bottom panel are depicted the results using the MIMICS processing strategy (in 

red) from the data set containing the multipath. 

 

 

 

Figure 6.6: Top plot is the simulated multipath and in the bottom the estimated 

 

At first glance, it is easy to see that both plots have many similarities. However, we must 

acknowledge that we are not looking for exact multipath signatures since it is mostly a 

high-frequency multipath spectrum (thus including other noise frequency components), 
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coming from a kinematic test. More important is to assess if the estimated multipath 

amplitude and phase are related to the simulated ones. 

 

This becomes clear when one reckons that these multipath-estimated observables and the 

observable depicted in equation 1 are the same (therefore dependent on the multipath 

relative amplitude and phase). The statistics from both plots are quite similar, where the 

mean value is close to zero (which confirms that carrier-phase multipath is zero-mean 

valued, unlike code multipath), and their amplitudes vary well within the range of ±5mm.  

 

We would expect bigger multipath values; however in this tests a couple of high-end 

receivers/antennas, which already eliminate to a big extent its effect. As it is difficult to 

compare frequency components from both plots as explained before, we do the 

comparison in the time domain (and because we consider multipath as a highly-correlated 

random error with different periods). 
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Figure 6.7: Autocorrelation values for simulated data (in blue) and estimated data (in red) 

 

In Figure 6.7 one can see the time-domain signals behavior (of the simulated and 

estimated). It is worth noting, however, that, in each plot, although there is clear evidence 
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of different correlation periods, there is also a rapid decay between consecutive lags. The 

simulated velocity of the vehicle was programmed to vary between 0 and 40 km/h with 

accelerations and constant velocities (normal in an urban environment). This originated 

the kind of multipath we were expecting and assumed in our models, i.e., a quasi-random 

error depicted in the previous figure. 

 

6.3 Real-Live Signal Tests 

 

To mimic carrier-phase multipath on dual-antenna dynamic systems it was critical to 

obtain real-live signal data following same approach as during all the simulation 

scenarios. This was achieved through the use of a GNSS dual-antenna setup on top of a 

vehicle (Figure 6.8). As seen in figure, there were actually three non-collinear antennas, 

as used in GNSS-based attitude systems, as part of the system setup. 

 

This real-live signal test can be considered realistic regarding typical dual-antenna GNSS 

systems employed in precision agriculture, construction, etc. The test included a mix of 

straight-paths with varying velocity along with sharp curves (subjecting the antennas to 

high dynamics) repeatedly, with a constant strong reflector located nearby. Some 

undesirable effects, such as vibration, experienced by heavy machinery, were not 

simulated or retrieved. 

 

However, for this study only data from the dual-antenna setup, positioned along the 

longitudinal section and aligned with the vehicle’s direction, was processed and used 
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with the MIMCS algorithm. The antennas in this configuration are able to capture 

multipath from the specular reflector surfaces more effectively while the vehicle moves 

along its path. 

 

 

 

Figure 6.8: Adaptation of a GNSS dual-antenna system to a typical vehicle 
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Figure 6.9: Site location where the kinematic real-live signal test was performed 

 

Next figure (Figure 6.10) is an aerial view of the site scenario (parking lot of the 

Engineering Building at the University of New Brunswick in Fredericton). 
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Figure 6.10: Aerial view of the real-live signal test scenario  

 

The red line depicts the area where the car performed the kinematic test for more than 2 

hours, with variable speeds and rotations, and the blue lines superimposed on the building 

façade represent the specular reflection surfaces. One can see in this figure that the 

building façade is behaving as the effective reflector. The vehicle performed several 

motions always in the parking lot hence the view to some satellites, mostly arising from 

southern hemisphere, was constantly blocked by the building. 

 

The results from this test can be seen in next figure (Figure 6.11). In the bottom figure 

one can see the kind of motion performed by the platform. Accelerations, jerk, idling, and 

several stops were performed on purpose to see the resultant multipath spectra between 

the antennas. The reference station was located no more than 110m away from the 

vehicle antennas during the test. As such, most of the usual biases where removed from 
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the solution and the only remaining bias can be attributed to multipath. In the top figure 

one can see the geometric distance calculated from the fixed-solutions of both antennas. 

 

 

 

Figure 6.11: Results from the kinematic test (top plot RTK-based moving baseline 

estimation, and bottom plot RTK-based baseline distance between rover master antenna 

and base station) 

 

Since the bar was accurately measured before (84 cm) it is easier in this way to evaluate 

the solution quality. The “outliers” seen in the picture come from code solutions because 

the building mentioned before was blocking most of the satellites towards the southeast. 

As such, many times fewer than 5 satellites were available. 
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Figure 6.12: Correlation between vehicle dynamics (heading angle) and the multipath 

spectra 

 

Previous figure (Figure 6.12) depicts the highly visible correlation between the vehicle 

dynamics, especially heading (performed on purpose during the tests to assess this 

phenomena), and multipath spectra. 
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It is also visible that at certain intervals the combination of strong multipath, lack of 

sufficient visible satellite, and most likely the very short distance to the reflector facades 

caused the system to lose periodically RTK-derived solutions. 

 

 

 

Figure 6.13: Results from kinematic tests. Zoom to first 9 minutes 

 

Looking at the first 9 minutes of results (Figure 6.13), one can see that when the car is 

still stopped the multipath has a very clear quasi-sinusoidal behaviour with a period of a 
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few minutes. Also, one can see that it is zero-meaned as expected (unlike code 

multipath). When the car starts moving (at about the 4 minute mark), the noise figure is 

amplified (depending on the platform velocity), but one can still see a mixture of low-

frequency components coming from multipath (although with shorter periods). 

 

These results indicate, firstly, that regardless of the distance between two antennas, 

multipath will not be eliminated after differencing, as with other biases. Secondly, when 

the platform has multiple dynamics, multipath spectra will change accordingly starting 

from the low-frequency components towards the high-frequency (diffraction, probably 

also coming from the building edges and corners). 

 

This proves, firstly, that regardless of the distance between two antennas multipath will 

not be eliminated after differencing, as with other biases. Secondly, the building façade 

acting as a constant smooth reflector creates the most problematic kind of multipath: the 

deterministic specular reflection. 

 

Thirdly, when the platform has varied dynamics, multipath spectra will change 

accordingly starting from the low-frequency components towards the high-frequency 

(diffraction, probably also coming from the building edges and corners). As such, our 

approach to adaptively model multipath in real time as a quasi-random process makes 

sense. 
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6.4 Multipath Observables 

 

The multipath observables are obtained through the MIMICS algorithm. It is quite 

flexible in terms of latency and filter order when it comes to deriving the observables. 

Basically, it is dependent on the platform dynamics and the amplitude of the residuals of 

the whitened time-series (meaning that if they exceed a certain threshold then the filtering 

order doesn’t fit the data). 

 

 

 

Figure 6.14: PRN 5 multipath observables delivered every 0.5 seconds 
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When comparing the observables delivered every half-second (Figure 6.14) for PRN 5 

with the ones from every second (Figure 6.15), it is clear, from the sinusoidal behaviour 

of the 1s-latency data, that the bigger the interval the better to recover the true biased 

sinusoidal behaviour of multipath. 

 

However in machine control, some applications require a very low latency. Therefore 

there must be a compromise between the multipath observables accuracy and the rate at 

which they are generated. 

 

 

 

Figure 6.15: PRN 5 multipath observables delivered every second 

 

One can see this same kind of behaviour for a different satellite (PRN 13). 
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Figure 6.16: PRN 13 multipath observables delivered every 0.5 seconds 

 

One interesting thing in the plots is that even though the amplitude and noise envelope 

between 0.5 seconds and 1 second sampling are different, the signal phase is very 

identical (as expected). This means that regardless of the variation in the observable 

accuracy due to latency issues, the most important parameter, reflected signal phase-

delay, is still being captured. 
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Figure 6.17: PRN 13 multipath observables delivered every second 

 

The spectra of the derived multipath observables can be seen in the next two plots 

(Figures 6.18 and 6.19). Carrier-phase multipath is known to have sinusoidal periods 

stretching from a few tens of seconds to several minutes, depending on the reflector 

distance. When the antennas are mounted on a moving platform and the reflectors are 

within a short distance, then we can expect very short periods.  
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Figure 6.18: Spectra of PRN 5 multipath observables 

 

The spectra plot from PRN 5 (Figure 6.18) has two main peaks, one at about 0.05Hz (20 

seconds) and the other at about 0.0125Hz (80 seconds). The spectra plot from PRN 13 

(Figure 19) has four clear peaks within the interval of 0.04Hz and 0.125Hz (8 to 25 

seconds).  
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Figure 6.19: Spectra of PRN 13 multipath observables 

 

These two satellites were chosen in particular because one had a much higher elevation 

angle than the other during the test, which is why they have different multipath periods. 

 

After going through all the MIMICS algorithmic steps, from the initial data tracking and 

synchronization, between the dual-antenna system, up to the multipath observables 

estimation for each continuous satellite observed, we are now in position to generate the 

multipath corrections. This is done in real-time, and thus corrects each raw carrier-phase 

observation within the extended Kalman filter. 
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It was a recurring intention that the software developed within this dissertation must 

emulate real-live GNSS-RTK firmware requirements performance, that is, all steps 

involved in MIMICS could be implemented within usual commercial on-board GNSS-

RTK pre-processing routines without affecting too much the overall processing and 

latency requirements. 

 

Only in this way this proposed method could truly be considered as a state-of-the-art real-

time multipath mitigation technique. 

 

6.5 Extended Kalman Filter (EKF) Estimation 

 

A Kalman filter is developed to use multipath-corrupted measurements from the dual-

antenna system to estimate the multipath phase-delay and geometric parameters, from 

which the multipath errors in the carrier-phase measurements at each antenna can be 

computed. 

 

One can see in next figure (Figure 6.20) in the solution domain three different positioning 

solution (up-component) plots using the original raw (multipath contaminated) 

measurements (top), the estimated carrier-phase multipath signal (middle), and the 

difference between the two above time series, that is, the GPS-RTK multipath 

“ameliorated” solution. 
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Figure 6.20: Results from the MIMICS algorithm strategy in a real-time, kinematic real-

live signal scenario (a zoom-in of the first 9 minutes) 

 

Looking (Figure 6.20) at the periods where losses-of-lock/cycle-slips did not occur, 

hence it is possible to extract multipath-ameliorated RTK solutions one can see clearly an 

improvement in the up component. The typical multipath sinusoidal behaviour is still 

there (quite visible between 5 and 10 minutes) however its amplitude is greatly reduced.  
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Figure 6.21: Same signals as in last figure, however just depicting the two solutions, 

before (top) and after (bottom) the MIMICS multipath mitigation, for 25 minutes’ worth 

of data (the spikes represent periods when RTK solutions were not available) 

 

Code and carrier multipath will be mapped mostly to the height solution component, 

therefore the high emphasis on this component throughout this dissertation. We can see in 

the next figure the comparison between the raw (therefore without filtering multipath 

using MIMICS) RTK horizontal solution against the vertical one. 
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Figure 6.22: Multipath errors affecting the horizontal versus the vertical solution 

component 

 

In following table one can see the statistical results from these field tests done in a 

moderate (when the car was away from the building façade) to severe multipath 

environment, i.e., when the car was very close to the building to the point where only half 

of the GPS satellite constellation, at the time, was visible. 
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Component RMS Before RMS After Improvement 

East  1.9 cm 1.6 cm 15 % 

North 1.7 cm 1.5 cm 12 % 

Up 2.5 cm 1.8 cm 28 % 

 

Table 6.1: Real-live signal tests statistics  

 

The results show a reduction in multipath errors up to 28% in the up component, the most 

important one whereby errors are strongly mapped, especially deterministic errors such as 

multipath. The improvements in the horizontal components are not so profound for two 

reasons: first these two components are not as much affected by deterministic errors as 

the up component (as mentioned before), at least not in the local-level frame where these 

results are depicted, therefore there is not much space for improvement. 

 

 Secondly, the antennas disposition, that is, arranged in the longitudinal direction and 

aligned with the vehicle true heading, make the multipath phase-delay arising from the 

strong specular reflector to be more correlated between the dual-antenna, hence mostly 

being removed when performing single-differences in the scope of MIMICS algorithm. 

 

 A very interesting, and desirable, characteristic of this technique is that it is more 

effective when the dual-antenna experiences higher multipath periods in a quite obvious 

difficult and fast-changing environment such as the one in the parking lot. This is in stark 



 

 215 

contrast to other multipath-mitigation techniques which are only effective when in 

controlled environments or in special conditions. 
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7 Conclusions and Recommendations 

 

7.1 Introduction 

 

Clearly carrier-phase multipath is one of the most limiting factors in accuracy and 

reliability regarding GNSS/RTK applications for precise positioning, and multi-antenna 

heading and attitude systems, as even a small separation between the antennas causes 

different and highly decorrelated phase-multipath errors. 

 

At present, there are in the market low-cost single-frequency (or dual-frequency) 

receivers that are relatively cheap and weigh less than a kilogram (including the antenna, 

engine, interface board, power supply, cables) and therefore do not represent a problem 

for any kinematic platform to carry just two receivers. With two antennas it is possible to 

determine yaw and pitch angles, which for some applications is sufficient (such as for 

precision agriculture), and depending on their placement in the platform body, make the 

determination of these two angles quite robust. 

 

At UNB we have been developing carrier-phase multipath-mitigation procedures for 

kinematic applications, using single-difference multipath observables with a dual-antenna 

system. These observables are obtained from the higher-order range-dynamic 

observations coming from the two antenna pseudo-random motions in kinematic 

applications, and thus originate a system independent of the platform/antenna chosen. In 
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this dissertation, we describe how the higher-order range-dynamics observations, such as 

range-rates and range-accelerations, can be devised to be immune to multipath, and 

therefore how they can be optimally used to clean the carrier-phase observable used to 

estimate two of the attitude angles. 

 

In this dissertation, we describe how a typical GNSS-based dual antenna system is used 

to calibrate, in a first stage, and remove carrier phase multipath afterwards. The intricate 

relationship between the platform’s 2 rover antennas dynamics and the changing 

multipath from nearby reflectors is explored and modeled through several stochastic and 

dynamical models, and their implementation in an extended Kalman filter (EKF). The 

tests were done under controlled environment, using either simulated data (software and 

hardware), or using a vehicle instrumented.  

 

The long and thorough work of understanding and implementing the underlying 

functional models (especially regarding the Jacobian matrices), which physically 

represent the derived single-difference multipath observable, were absolutely crucial in 

this dissertation as our method of using commercial GNSS dual-antenna systems to 

understand phase-multipath in kinematic scenarios only now is starting to evolve. 

 

One of these examples is the field of GNSS reflectometry (GNSS-R), whereby the dual-

antenna system is used as a bi-static specular scaterer instrument, hence the retrieved 

multipath is not removed as a nuisance parameter but in fact exploited to retrieve 

important signal information. 
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7.2 Conclusions 

 

Tests were performed using real live satellite signals, and from the results we can say that 

it is possible to estimate in real-time, after an initial calibration phase, the relative 

position of short distance strong multipath reflectors in the vicinity of the platform. Based 

on that, a multipath profile is created and used to correct the multipath-affected signals. 

 

Our novel strategy seems to work well in adaptively detecting and estimating multipath 

profiles in real-time (or near real-time as there is a small latency to obtain multipath 

corrections from the MIMICS algorithm). The approach is designed to be applied in 

specular-rich and varying multipath environments, quite common at construction sites, 

harbors, airports, etc., where GNSS-based heading systems are becoming a standard. 

 

However there are some limitations. From the most important plots, that is, the results 

from real-live signals, it is clear that not all multipath patterns were removed, even 

though the improvements are considerable. In numbers, and only considering the results 

“cleaned” from outliers and differential-code solutions, the up component RMS value 

before was 2.5 cm, and after applying MIMICS it stood at 1.8 cm RMS. This represents 

an improvement of 28%. 

 

Moreover estimating multipath adaptively in real time can be a problem from a 

computational point of view when using high update rates. In all our tests it was defined 
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that the receivers should always use at least 10Hz update-rate data. This is a good 

compromise between obtaining single-difference multipath observables every second, 

(hence obtaining multipath-free RTK solutions every second as well) and not overloading 

the system with too many filtering operations. This will become, in the near future, less 

of a problem with the constant increase of hardware embedded processing power. 

 

Furthermore when the platform is static and no previous calibration exists, the estimation 

of multipath parameters is impossible as the system is not observable. 

 

7.3 Recommendations 

 

1. The assumption that the reflection coefficient is the same at each antenna in the dual-

antenna system, and that any change in the relative position between GNSS antennas 

most likely will affect at a small scale the amplitude and polarization of the reflected 

signals sensed by the two antennas (depending on their distance) would need to be 

assessed more consistently. For instances in a controlled environment such as in an 

anechoic chamber.  

 

However, the multipath phase-delay will definitely change significantly along the ray 

trajectories of the plane waves passing through each of the antennas, even for very small 

between-antenna distances, and obtaining a rule of thumb for the optimal between 

antenna distances in all environments would most likely greatly improve the 

effectiveness of this technique. 
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2. This technique has been developed having in mind its use in any GNSS system, 

regardless of the frequency, as the method relies on multipath spatial/temporal 

characteristics and the relationship between a dual-antenna and specular reflectors. 

Nevertheless, remains to be seen how effective this system is when using frequencies 

other than GPS L1/L2. In fact, the derivation of typical MIMICS single-difference 

observables using optimal combination of GPS/Galileo frequencies seems like the 

appropriate research path. 

 

 This is true for Galileo signals structure, employing some of the most cutting-edge 

multipath limitation techniques becoming efficient with code observables, where in some 

cases this error is incredibly reduced to less than 10 cm. However, the same does not 

apply for Galileo carrier-phase multipath signals. Therefore, one can say that carrier-

phase multipath mitigation is an ongoing topic with still much to be done, even with the 

incoming new (improved) signals and GNSS frequency diversity. 

 

3. The combination of other GNSS observables could potentially be employed to improve 

the performance of the technique as the dissertation software is already prepared for that. 

The Incorporation of SNR information in the estimation process is likely to increase the 

system reliability as this observable has been used to model multipath due to being 

obtained from the receiver tracking and acquisition process. However, this technique 

using SNR observables has to be carefully assessed, as the SNR levels in different 
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receiver brands are usually different and may do not represent exactly same quantities 

(may be masked by internal receiver brand-dependent scalar factors). 

 

4. The single-difference multipath observable equation was formulated only for the short 

delay multipath, as long delay multipath errors can be mitigated using existing correlator-

based techniques implemented in most current commercial GNSS receivers. 

 

 However, it needs to be assessed what exactly should be the short-delay boundary as 

during some of the performed stress-tests where the system experienced distances less 

than half-meter from a strong reflector surface (with dimensions bigger than 2 GPS L1 

cycles) the system become rather ineffective as the multipath phase-delay between the 

antennas cannot be discriminated. 
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