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ABSTRACT 

Precise Point Positioning (PPP) is one of the existing techniques to determine point 

coordinates using a GPS (Global Positioning System) receiver. In this technique 

observations collected by a single receiver are used in order to determine the three 

components of the coordinates, as well as other parameters, such as the receiver clock 

error and total neutral atmosphere delay. 

 

The PPP technique is the subject of this thesis. The idea is that PPP could be used not 

only for positioning, but for a number of different tasks, as GPS data analysis. The 

observation model used in this technique has to take into consideration a number of 

effects present on GPS signals, and observations are un-differenced (there are no 

differences between receivers or between satellites). This makes PPP a powerful data 

analysis tool which is sensible to a variety of parameters. When the observation model is 

designed for positioning, most of these parameters (e.g., satellite clocks) are used as 

known quantities, but in this research the observation model was modified and enhanced 

to develop a PPP package that can be used as a tool for determining other parameters 

rather than position, receiver clock error and neutral atmosphere delay. These estimated 

parameters include ionospheric delay, code biases, satellite clock errors, and code 

multipath plus noise. 

 

Existing neutral atmosphere delay models have also been studied in this thesis, and an 

enhanced model has been developed and has had its performance assessed. The 

development of the model is based on measured meteorological parameters, and the 
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rationale of the model is established in order to make its use as practical as possible for 

users of positioning techniques, such as PPP. 
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1. Introduction 

 

Precise Point Positioning (PPP) is one of the existing techniques to determine point 

coordinates using a GPS (Global Positioning System) receiver. In this technique 

observations collected by a single receiver are used in order to determine the three 

components of the coordinates, as well as other parameters, such as the receiver clock 

error and total neutral atmosphere delay. 

 

The PPP technique is the main object of this thesis. The main idea is that PPP can be used 

not only for positioning, but for a variety of tasks, such as GPS data analysis. The fact 

that the observation model used in this technique has to take into consideration most of 

the several effects present on GPS signals, and that observations are un-differenced (there 

are no differences between receivers or between satellites), makes PPP a powerful data 

analysis tool which is sensible to a variety of parameters. When the observation model is 

designed for positioning, most of these parameters (e.g., satellite clocks) are used as 

known quantities, but in this research the observation model was modified and enhanced 

to develop a PPP package that can be used as a tool for determining other parameters 

rather than position, receiver clock error and neutral atmosphere delay. These estimated 

parameters include ionospheric delay, code biases, satellite clock errors, and code 

multipath plus noise. In all of these cases there are innovations added to the technique, 

related to the way these quantities are estimated. In all cases the procedures are also 

suitable for real time, what makes PPP software a potential tool for wide area receiver 
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networks control and management. Depending on the type of the estimated parameters, 

they might simply serve as quantification in terms of data analysis and quality control, or 

they can be later used for positioning again (as known values). 

 

One of the parameters used for positioning is the neutral atmosphere delay, also known as 

tropospheric delay. This delay is caused by the refraction suffered by GPS signals 

through the neutral part of the atmosphere. The prediction of the neutral atmosphere 

delays for positioning is also one of the subjects of this thesis. It is however treated 

differently from other parameter derivations because of the nature of their development 

and usage. Existing neutral atmosphere delay models have been studied in this thesis, and 

an enhanced model has been developed and has had its performance assessed. The 

development of the model is based on measured meteorological parameters, and the 

rationale of the model is established in order to make its use as practical as possible for 

users of positioning techniques, such as PPP. 

 

1.1. Motivation 

The original motivation of the thesis was related to the determination of the satellite non-

integer phase biases, which could possibly be used in the attempt of fixing integer 

ambiguity values in PPP. During the process of developing a technique which could be 

used to determine such parameters, other problems appeared and the need of using a PPP 

package to solve those problems made clear that PPP could be potentially used as a 
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powerful data analysis tool. Given this possibility, efforts were made to investigate which 

type of parameters could be estimated, and in each case, how this could be done. 

 

The general motivation of this thesis is the investigation on how a precise point 

positioning technique can be enhanced. The enhancements can be either related to using 

PPP as a tool for data analysis, or providing better a-priori information for a PPP engine, 

aiming at enhanced coordinates and convergence time of the solution. Therefore, the 

developments refer both to enhanced input information for positioning and to products 

generated with extended tools created in a PPP package. 

 

1.2. Objectives and contributions 

The main objectives of this work can be outlined as follows (ordered as they appear in the 

thesis text): 

 

• Development of a technique to estimate ionospheric delays; 

• Development of a technique to estimate satellite code biases; 

• Development of a technique to estimate multipath plus noise of pseudorange 

measurements; 

• Development of a technique to estimate satellite clock errors; 

• Development of new neutral atmosphere model. 

 

The scientific contributions of each objective are stated in the following paragraphs. 
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Development of a technique to estimate unbiased ionospheric delays: Ionospheric delays 

are not well resolved unless there is a good determination of biases involved in the 

measurements at different signal frequencies, which usually requires a network of 

tracking receivers to solve for satellite and receiver instrumental biases. The innovation 

of this approach is the determination of bias-free ionospheric delays, based on dual-

frequency carrier-phase measurements from one single receiver; 

 

Development of a technique to estimate multipath plus noise of pseudorange 

measurements: The innovation is the estimation of pseudorange multipath values using 

pseudorange and carrier-phase measurements inside a PPP engine. The difference with 

respect to other multipath estimation techniques is the fact that usually only the higher 

frequency components of multipath are determined. In this new technique several issues, 

such as ionospheric delays and carrier-phase ambiguities, are addressed in order to 

recover multipath values. 

 

Development of a technique to estimate satellite code biases: Code biases are one of the 

relevant factors to be taken into account when processing data of a network with mixed 

receiver types, or using clock corrections for positioning with receiver types different 

from the ones used to generate the corrections. Usually these biases are estimated as a 

byproduct of the clock estimation process, using a network of receivers. The innovation 

of the approach in this thesis is the fact that these biases are estimated using a single 

station positioning model rather than a network clock adjustment model. Using a single 
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station positioning observation model makes this approach sensible to the same 

conditions as a positioning (and bias values) user. 

 

Development of a technique to estimate satellite clock errors: When dealing with single 

receiver positioning, satellite clock corrections play a significant role in the data 

processing. These corrections are usually generated using pseudorange and carrier-phase 

measurements from a network of receivers. The innovative aspect is the development of 

an approach for the estimation of carrier-phase quality clock corrections using a single 

station which is suitable for real time applications, and could allow the integration 

between PPP and relative satellite positioning. 

 

Development of a new neutral atmosphere model: Another fundamental parameter for 

positioning is the neutral atmosphere delay which is usually handled with a-priori 

information from prediction models, and sometimes also a residual delay parameter in the 

observation model. The innovation of this development is the creation of models which 

are suitable for wide area satellite based augmentation systems. The new development 

was based on a surface meteorological dataset, requiring a new approach to establish the 

model’s parameters, however resulting in a more reliable model which keeps the 

simplicity and the practical usage procedure from earlier developments. 

 

There are other contributions made with the development of this research, which do not 

necessarily have scientific value; however they are significant practical contributions, 

outlined below: 
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• Development of a precise point positioning software; 

• Development of an online application for point positioning; 

• Development of a neutral atmosphere model package for GNSS users. 

 

The description of each of the practical contributions is stated in the following 

paragraphs. 

 

Development of a precise point positioning software: As previously discussed, PPP is the 

main subject of this work, therefore a PPP software was needed in order to be used for 

implementing and testing novel techniques developed in this research. Even though the 

Department of Geodesy and Geomatics Engineering (GGE), its faculty members and its 

students had access to existing PPP packages and respective source codes, such as GPS-

PPP (developed by Natural Resources Canada –NRCan) and BERNESE, a new package 

was developed. This package was named GPS Analysis and Positioning Software 

(GAPS, for short), where the word “Analysis” is part of the name due to the analysis 

tools developed and implement in it. The reasons for developing new in-house software 

are: 

 

1. Learning – with the development of this new package from scratch, I had 

to go through all data processing details involved in PPP, getting 

experience with the technique, which was useful for the later new 

developments; 
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2. Control – having software running with all source code written by myself 

makes it easier to modify it, insert new procedures, as well as debugging 

it. There is also the assumption that these advantages would make the 

whole process less time consuming, where the time gained on 

modification and debugging would compensate the time spent to create the 

new software. 

 

GAPS was developed in MatLab, and it is composed of around 150 functions linked by 

one main program, which manages the tasks required for GPS data processing. As of 

today, GAPS can be said to be a state-of-art precise point positioning package. After the 

development of GAPS, GGE became one of the research institutions having their own 

tool for PPP analysis and developments, as well as having know-how in terms of this 

technique. 

 

Development of an online application for point positioning: One of the main tasks in 

developing software is testing it. This task gets easier if there are people actually using 

the program and assessing its performance. Because of this, GAPS was made available, 

initially for a limited group of users, so it could be tested. The way it was done was 

developing an online application interface via the internet, and creating the capability of 

auto processing within the software. The interface is a web page in which the user can 

upload his/her observation file and choose how he/she wants it to be processed. 

Regarding the software itself, it was modified to be capable of downloading necessary 

files such as orbit and clock files from IGS (International GNSS Service) ftp server, to 
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automatically check for changes and update its internal files (such as satellite and 

receiver antenna file) if necessary, and to create result reports available to the user via the 

internet. Even though this on line tool was initially developed aiming at benefiting GAPS 

development, it showed to be an interesting tool to be available for GPS users in general. 

Nowadays online GAPS is available through GGE’s research and learning resources web 

site page (http://gge.unb.ca/Resources/Resources.html). 

 

Development of a neutral atmosphere model package for GNSS users: As previously 

mentioned, one of the topics dealt within this research was the development of neutral 

atmosphere models. Besides the development of new models, a pre-existent model, 

namely UNB3m, was validated and made available as part of the research. As it will be 

discussed later, UNB3m was validated using around three quarters of a million 

radiosonde soundings collected throughout North America. The model is available for 

GNSS users as a package of subroutines implemented in FORTRAN and MatLab. 

Besides the validation of the delay estimation subroutine, two variations of it were 

created: a subroutine for delay rates and one for meteorological parameters. The package 

can be accessed also at GGE’s research and learning resources web site page 

(http://gge.unb.ca/Resources/Resources.html). 

 

1.3. Outline of the thesis 

This thesis is composed of 8 chapters. Chapter 1 is the introductory text, where the reader 

can have an idea about the topics that will be explored in the text, as well as 
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understanding the motivation and organization of the thesis. Chapter 2 explores the 

concepts of precise point positioning, and also presents a description of GAPS 

positioning engine implementation. Chapter 2 provides the basis for understanding the 

theory involved in following chapters. Chapters 3 to 7 explore each of the scientific 

contributions of this thesis. Each of these chapters presents: a brief theory about its 

subject; the developed technique and its innovative aspects; results obtained with the new 

technique with comparisons with third party results; and concluding remarks. They are 

ordered as previously shown on the contribution list. Even though the ordering is not 

obvious, it follows the development history of GAPS. Chapter 8 presents the thesis 

conclusions and recommendations. 
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2. Precise Point Positioning and GPS Analysis and Positioning Software 

(GAPS) 

 

2.1. A bit of history, and GAPS’s role in PPP research and development 

Precise point positioning (PPP) is a positioning technique in which a single receiver is 

used to determine coordinates. It is said to be “precise” because the so called “precise 

products” such as orbits and clocks are used in the data processing. These products were 

called “precise” because they were produced by means of post-processing of GPS data 

from several world-wide distributed monitoring ground stations, and provided 

information of better quality than the broadcast ephemeris message. The term PPP was 

proposed for the first time by Heroux and Kouba [1995], when they proposed the use of 

“precise” satellite orbits and clocks for point positioning. At that time, the Geodetic 

Survey Division (GSD), Natural Resources Canada (NRCan) was already generating 

post-processed GPS satellite orbits and clocks in a standard format which were used to 

contribute to the International GNSS Service (IGS). They claimed that these products 

could be included in a point positioning software interface and provide high precision to 

users operating a single GPS receiver. And they were absolutely right. Although at that 

time they presented a simple approach that could only offer precision of about one meter, 

this was the very starting point of PPP development. 
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Later, Zumberge et. al [1997] proposed the use of PPP for analysis of data from hundreds 

to thousands of sites every day, with achievable results comparable in quality to what 

could be obtained with the simultaneous analysis of all data. This publication became one 

of the most known early references on PPP. 

 

In 2001 Kouba and Heroux [2001] detailed a post-processing approach using 

undifferenced dual-frequency pseudorange and carrier phase observations along with IGS 

precise orbit products, for stand-alone precise geodetic point positioning (static or 

kinematic), now with cm-level precision. At that time, they already described the earth- 

and space-based models that must be implemented to achieve cm-level positioning. They 

also discussed the capability of obtaining station neutral atmosphere zenith delays with 

cm precision and GPS receiver clock estimates precise to 0.1 ns. 

 

By this time PPP was already a technique widely known by the GPS community, and 

several papers were published highlighting different uses for single point positioning with 

precise orbits and clock products. For example, Bisnath and Langley [2001] proposed a 

geometric approach based on a kinematic, sequential least-squares filter/smoother to be 

used with data from LEO’s (low earth orbiters) GPS receivers and the IGS precise orbits 

and clock products, aiming at decimeter precision. 

 

PPP technique established itself as a powerful positioning technique in which cm-level 

accuracies could be obtained. However it has always had a major drawback, which is the 

convergence time. The time a PPP solution takes to achieve sub-decimeter level 
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accuracy, which might be as high as a few tens of minutes, is nowadays the greatest 

hurdle for using it as a real-time world-wide high-accuracy GNSS positioning tool, since 

the market often requires solution (re-) initialization of a few seconds. In view of that, 

several research centers started research projects in the direction of introducing an 

ambiguity fixing process inside a PPP engine, so that the solution initialization time could 

go down. This was the case of Gabor and Nerem [2002], who proposed a method for 

calibrating satellite-dependent phase biases with a tracking network, which could later be 

used for eliminating these quantities present on the measurements for a stand-alone 

receiver, and therefore come up with ambiguities of integer nature inside the PPP engine. 

The method was based on the derivation of a first set of wide-lane phase-biases, based on 

a wide-lane phase and narrow-lane code geometry-ionosphere-free combination (also 

known as Melbourne-Wubbena combination [Melbourne, 1985]; [Wubbena, 1985]). If 

that is done successfully, then a second set of ambiguities could be fixed, which will have 

an effective wavelength of around 10 cm. At that time they concluded that the level of the 

existing orbit errors would not allow fixing this second set of ambiguities. Gao and Shen 

[2002] introduced a different method, which was not based on satellite bias calibration, 

but on a PPP engine built-in technique which tried to exploit integer nature of phase 

ambiguity. However, as time elapsed, it has become common sense within the PPP 

research community that it is necessary to calibrate satellite-dependent phase biases in 

order to fix ambiguities in PPP. This can be noticed by the increasing number of papers 

on that direction during the last years, such as Leandro et al. [2006], Ge et al. [2007], 

Banville et al. [2008], Collins [2008], and Laurichesse et al. [2008], all of them proposing 

the calibration of satellite phase biases. The later four publications use of the same 
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concept as the one proposed by Garbor and Nerem (fixing at first wide-lane ambiguities 

and later the other integer ambiguities needed to form the carrier-phase iono-free 

combination, with an effective wavelength of around 10 cm), but with some 

reformulation and/or additional analysis. 

 

GAPS started to be developed in 2006, with the objective of being a tool for satellite 

phase-bias calibration and use. The technique which was described in the 2006 

publication was based on a de-correlation of L1 and L2 ambiguities and biases, by means 

of PPP-based ionospheric modeling (whose procedure is described in chapter 3). The 

reason for looking for a different technique is the fact that in order to reliably fix the 

second set of ambiguities as used in Garbor and Nerem approach, it is necessary to have 

all geometry-related effects (neutral atmosphere, receiver coordinates and receiver clock) 

modeled with uncertainties reasonably near a decimeter, and this is something which 

might take a long time to be achieved – in some cases when the PPP solution has already 

converged to that level of accuracy ambiguity fixing might bring only little improvement. 

The concern Garbor and Nerem raised back in 2001 is still a problem to be solved in my 

point of view, simply by looking at the error budget of PPP. This means that the PPP 

float solution convergence time needs to be improved for assuring that using ambiguity 

fixing techniques will bring a consistent improvement to the position solution. The 

existing ambiguity fixing techniques might also need modifications so they can be 

successfully used for PPP. During the research which has been done towards an improved 

solution for PPP, I started to enhance GAPS observation model, and when looking into 

certain aspects of it, I realized that the PPP engine could be enhanced, or, could have 
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additional components which would potentially help on the ongoing data analysis, and on 

the improvement of the positioning solution. These components are presented in this 

thesis, as a significant contribution towards the enhancement of PPP solutions. 

 

2.2. The positioning observation model 

As mentioned in the previous section, PPP is a positioning technique in which a single 

receiver is used to determine coordinates, using the so called “precise products” such as 

orbits and clocks in the data processing. More than that, if one wants to have the ultimate 

achievable accuracy with PPP, all necessary observation corrections should be taken into 

account to achieve the best possible accuracy. Such corrections include tides, relativistic 

effects, and receiver and satellite antenna phase center variation among others. 

Depending on the type of receiver being used (e.g. code only or code and phase; single or 

dual frequency), some of those corrections can be disregarded, or alternatively further 

precise products might be needed, such as ionospheric grids in case of single frequency 

receivers. If the higher possible accuracy is targeted, a “geodetic” receiver must be used, 

with dual frequency measurements of pseudorange and carrier-phase. In this case, other 

aspects are also important, such as treating the carrier-phase as an independent 

measurement (rather than using them to simply filter the pseudoranges), which leads to 

an ambiguity parameter estimation for each satellite, and also the estimation of residual 

neutral atmosphere delays (NAD), since NAD prediction models are not accurate enough 

for this type of positioning. 
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The PPP observation model is pretty much a standard model nowadays. Here, the word 

“standard” is being used because most of other PPP packages, such as CSRS-PPP 

[Tétreault et al. 2005], P3 [Gao and Chen, 2004] and GIPSY [Zumberge et al. 1997], use 

this model, with ionospheric free combination of pseudorange and carrier-phase. A few 

differences can be found between them, such as the estimation process of NAD (e.g., as 

random walk, or fixed values for given time intervals). 

 

The precise point positioning package developed in the scope of this thesis is called 

GAPS, an acronym for GPS Analysis and Positioning Software. As mentioned before, the 

word “Analysis” is used due to the GAPS’s data analysis capabilities, i.e., the software 

has more applications than positioning. These applications will be discussed in the next 

chapters of this thesis. In this chapter I am focusing on the positioning aspect of GAPS. 

In order to understand the positioning procedure we can start with the equations for 

carrier-phase: 

 

( ) 111,s1,r1,s1,r111 empbpbhdhdNITdtdTcR ++−+−+λ+−+−+=Φ ,       (2.1) 

 

and 

 

( ) 222,s2,r2,s2,r222 empbpbhdhdNITdtdTcR ++−+−+λ+γ−+−+=Φ ,       (2.2) 

 



 

16 

 

where: 1Φ  and 2Φ  are carrier-phase measurements on L1 and L2 frequencies, 

respectively, in metric units; R  is the geometric distance between satellite and receiver 

antennas, in meters; c  is the speed of light, in meters per second; dT and dt  are receiver 

and satellite clock errors, respectively, in seconds; T  is the neutral atmosphere delay, in 

meters; I  is the L1 frequency ionosphere delay, in meters; γ  is the factor to convert the 

ionospheric delay from L1 to L2 frequency (77
2
/60

2
), unitless; 1λ  and 2λ  are carrier-

phase wavelengths on L1 and L2 frequencies, respectively, in meters; 1N  and 2N  are 

carrier-phase integer ambiguities on L1 and L2 frequencies, respectively, in cycles; i,rhd  

and i,shd  are receiver and satellite carrier-phase hardware delays, respectively, in metric 

units, where i represents the carrier frequency (L1 or L2); i,rpb  and i,spb  are receiver and 

satellite carrier-phase initial phase bias, respectively, in metric units, where i represents 

the carrier frequency (L1 or L2); 1m  and 2m  are carrier-phase multipath on L1 and L2 

frequencies, respectively, in meters; and 1e  and 2e  are other un-modeled errors of carrier-

phase measurements on L1 and L2 frequencies, respectively, in meters. 

 

Similar equations can be formed for pseudoranges, as follows: 

 

( ) 111,s1,r1 EMHDHDITdtdTcRP ++−+++−+= ,         (2.3) 

 

and 

 

( ) 222,s2,r2 EMHDHDITdtdTcRP ++−+γ++−+= ,         (2.4) 
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where: 1P  and 2P  are pseudorange measurements on L1 and L2 frequencies, respectively, 

in metric units; i,rHD  and i,sHD  are receiver and satellite pseudorange hardware delays, 

respectively, in metric units, where i represents the carrier frequency (L1 or L2); 1M  and 

2M  are pseudorange multipath on L1 and L2 frequencies, respectively, in meters; and 1E  

and 2E  are other un-modeled errors of pseudorange measurements on L1 and L2 

frequencies, respectively, in meters. The other symbols have the same meaning as in 

equations 2.1 and 2.2. 

 

In order to mathematically eliminate the first-order ionospheric delay from carrier-phase 

and pseudorange measurements an ionospheric-free combination of the two frequencies 

can be used. This combination takes advantage of the fact the ionosphere is a dispersive 

medium, and thus the magnitude of the first-order delay is inversely proportional to the 

frequency squared, as: 

 

2

i

i
f

TEC3.40
I = ,              (2.5) 

 

where iI  is the ionospheric delay on the frequency i in metric units, TEC is the total 

integrated electron content, and if  is the frequency of the signal, in hertz. The carrier and 

pseudorange ionospheric–free combinations can be formed as follows: 
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One of the drawbacks in the iono-free combination is the measurement noise, about three 

times higher than for L1 or L2. The observation equations for the iono-free combinations 

read: 

 

( ) ififif,sif,rif,sif,rififif empbpbhdhdNTdtdTcR ++−+−+λ++−+=Φ ,       (2.8) 

 

and 

 

( ) ififif,sif,rif EMHDHDTdtdTcRP ++−++−+= .         (2.9) 

 

The ionospheric delay terms are not present in the previous two equations, since they 

were eliminated in the iono-free combination operation. The use of this linear 

combination implies that respective wavelengths and ambiguities are also combined, 

resulting in: 
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It is easy to conclude that because the coefficients multiplying the ambiguities in the 

equation above are not integers, the resulting ionosphere-free ambiguity ( ifN ) is also not 

an integer, as opposed to ambiguities on L1 ( 1N ) and L2 ( 2N ). It is possible to find 

coefficients that keep the integer nature of the ambiguity; however those are not 

practically effective as the wavelength gets reduced, and the noise amplified. 

 

The observation equations given by equations 2.8 and 2.9 can be simplified considering 

that the receiver’s code hardware delay will be absorbed by the receiver clock parameter, 

as: 

 

if,rHDdTc'dTc +⋅=⋅ ,           (2.12) 

 

or similarly: 

 

c

HD
dT'dT

if,r
+= ,           (2.13) 
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since 'dT  and dT  are defined in seconds, and if,rHD  is defined in meters. 

 

The receiver’s code hardware delay gets absorbed by the clock parameter because 

regardless the fact that carrier-phase measurements usually have more weight, they are 

ambiguous (they have an ambiguity term) and thus the clock datum in the PPP solution 

comes really from pseudorange observations. The satellites code hardware delays ( if,sHD ) 

have to be accounted for by applying known differential code biases to the 

measurements. It is important to note that in some cases it is not necessary to correct 

pseudoranges for satellite code biases (see chapter 4). In order to include these cases in a 

general formulation, one should make the hardware delay correction equal to zero. This 

procedure will be discussed in detail later in this chapter. The corrected pseudorange 

reads: 

 

if,sifif HDP'P += .           (2.14) 

 

The observation equations can then be rearranged as: 

 

( ) ififif,rif,sif,rif,sif,rififif emHDpbpbhdhdNTdt'dTcR ++−−+−+λ++−+=Φ ,    (2.15) 

 

and 
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( ) ififif EMTdt'dTcR'P +++−+= .         (2.16) 

 

Because I am not making the assumption that code and carrier hardware delays are the 

same a code hardware delay term is now present in the carrier-phase observation 

equation. 

 

Assuming the hardware delays and phase biases are terms reasonably stable over time 

(see for instance chapter 4), they are actually absorbed by the iono-free ambiguity 

parameter, according to: 

 

if,rif,sif,rif,sif,rifififif HDpbpbhdhdN'N +−+−+λ=λ ,       (2.17) 

 

or similarly: 

 

if

if,rif,sif,rif,sif,r
ifif

HDpbpbhdhd
N'N

λ

+−+−
+= ,        (2.18) 

 

since the ambiguity terms are being defined in cycles, while biases are being defined in 

meters. 

 

Thus the carrier-phase observation equation becomes: 

 

( ) ififififif em'NTdt'dTcR ++λ++−+=Φ .         (2.19) 
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Therefore it is easy to conclude that the PPP float ambiguity parameter is not a pure 

ambiguity, but an iono-free combination of two integer (pure) ambiguities ( 1N  and 2N ) 

added to a collection of hardware delays and initial phase biases (converted to cycle 

units, as shown in equation 2.18). 

 

As mentioned earlier, one of the advantages of Precise Point Positioning is the high 

accuracy which can be obtained with a single receiver. However, to get good results the 

observations need to be corrected for a variety of effects before they are used. Each of 

these corrections will be discussed later. We should then consider the corrected 

observations: 

 

ififif CP'P += ,            (2.20) 

 

and 

 

ififif c' +Φ=Φ ,            (2.21) 

 

where if'P  and if'Φ  are the corrected pseudorange and carrier-phase measurements, 

respectively; and ifC  and ifc  are the pseudorange and carrier-phase corrections, 

respectively. The pseudorange correction term includes the hardware delay as shown in 
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equation 2.14, so equation 2.14 can be seen as a particular case of equation 2.20. The 

corrected carrier-phase observation equation reads: 

 

( ) ififififif em'NTdt'dTcR' ++λ++−+=Φ .         (2.22) 

 

The difference between equations 2.22 and 2.19 is the fact in equation 2.22 the carrier-

phase measurement ( if'Φ ) is a corrected observation. 

 

2.3. Observations adjustment 

In this section I will explore the adjustment of the observations performed in GAPS to 

determine the parameters pertinent to positioning. These parameters are the receiver 

coordinates, the receiver clock error, the zenith troposphere delay and the carrier-phase 

ambiguities. In the equations of this section I will ignore the multipath ( ifM  and ifm ) and 

noise ( ifE  and ife ) terms, since they are the non-modeled part of the positioning model. 

Let us start assuming we know a-priori values for all parameters, so we can rewrite the 

observation equations as below. If it is not possible to come up with approximate values 

for parameters such as receiver clock error and receiver position, zeros can be used 

instead. In GAPS the ambiguities are always initialized with zeros, and NAD with the 

delay provided by UNB3m model. GAPS’s algorithm has been designed to handle zeros 

as a-priori information. 

 

( ) ( )( ) ( ) ( )if0,ifif000if 'N'NTTdt'dT'dTcRR' δ+λ+δ++−δ++δ+=Φ ,      (2.23) 
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and 

 

( ) ( )( ) ( )TTdt'dT'dTcRR'P 000if δ++−δ++δ+= .        (2.24) 

 

The subscript zero indicates the a-priori values being used, and the terms accompanied 

with deltas are the “errors” introduced when using those a-priori values, or, in other 

words, the difference between the observed value and the a-priori value of each 

parameter. These “errors” are going to be the updates we want to compute, so the a-priori 

values can be corrected to approach the observed values of each parameter. We can 

rewrite the equations above, now using the partial derivatives of each parameter with 

respect to the observation: 
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and 
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where rX , rY  and rZ  stand for the receiver cartesian coordinates, and zT  is the zenith 

neutral atmosphere delay. Now the parameters are actually the updates ( rXδ , rYδ , rZδ , 'dTδ

, and zTδ ) that each parameter should receive to get closer to its observed value. The 

equations can then be rearranged with the parameters on the left hand side and the rest of 

it on the right hand side: 
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and 
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The partial derivatives are evaluated as follows: 
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where sX , sY  and sZ  stand for the satellites coordinates at the signal transmission time, 
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and 

 

if
if

if

'N

'
λ=

∂

Φ∂
,            (2.34) 

 

where nhmf  is the non-hydrostatic mapping function. In case of GAPS, Niell [Niell, 1996] 

mapping function is used. The non-hydrostatic mapping function is used because it is 

assumed that the a-priori zenith delay provided by UNB3m model can account for most 

of the hydrostatic delay, and thus, most of the residual delay is actually of non-

hydrostatic nature. More details about UNB3m performance will be discussed in a later 

chapter of this thesis. 

 

It is worth taking a closer look in one of the elements mentioned above: the geometric 

range. Even though it looks like a simple computation of vector length, there are some 

complicating factors associated with it. This will be discussed later in this chapter. 
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In order to compute updates for the parameters, observation of several satellites over 

several epochs are used. These observations are put together in a least squares adjustment 

filter. There are several ways to perform the observations adjustment, and the procedure I 

am going to describe here is the one used by GAPS. 

 

In GAPS the parameter updates are computed at every epoch of observation, according 

to: 

 

( ) wPACAPA
t1

x
t −

+=δ ,          (2.35) 

 

where δ  is the parameters update vector, A  is the design matrix, P  is the weight matrix, 

xC  is the parameters covariance matrix, and w  is the misclosure vector. These elements 

are discussed in the following paragraphs. 

 

The vector of updates consists of updates for coordinates, residual neutral atmosphere 

delay, receiver clock and carrier-phase ambiguities of the satellites 1s , 2s , …, sn  as 

follows: 
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The design matrix is formed as follows: 
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  (2.37) 

where the partial derivatives are evaluated as previously shown. As it can be noticed in 

the equation above, the design matrix is formed with its rows ordered for observed 

satellites, with odd rows containing carrier-phase measurements partials, and even rows 

with pseudorange partials. The ordering used does not influence the results at all, and the 

only requirement with respect to it is that the ordering should be the same as in the 
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weight matrix and misclosure vector. The weight matrix is formed using elevation angle 

dependent values, as: 
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= ,            (2.38) 

 

for carrier-phase, and 
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= ,            (2.39) 

 

for pseudorange, where Φσ  and Pσ  are the standard deviations at the zenith direction 

given for carrier-phase and pseudoranges, with standard values of 0.02 m and 2.00 m, 

respectively. The weight matrix therefore reads: 
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As it can be seen, no correlations are considered between any of the measurements, and 

therefore the weight matrix is a diagonal matrix. The misclosure vector is basically the 
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difference between the observed carrier-phase or pseudorange and their modeled values, 

computed with the parameter values as known at the time of the update. Misclosure 

vector values are computed as follows: 

 

0,ifif000if 'NTcdt'cdTR'w λ−−+−−Φ=Φ ,         (2.41) 

 

and 

 

000ifP Tcdt'cdTR'Pw −+−−= .          (2.42) 

 

Following the same structure as used for design and weight matrices, the misclosure 

vector is formed as follows: 
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The parameters’ covariance matrix consists of the variances and covariances for position, 

receiver clock, neutral atmosphere delay, and ambiguities. The equation below shows an 
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example of the upper triangle of a parameters covariance matrix. There is no need of 

showing the whole matrix, because it is symmetric. 
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In the next sub-sections, details regarding computations will be discussed. First, the 

procedure for the geometric range is shown, and later the corrections applied to carrier-

phase and pseudoranges (as shown in equations 2.20 and 2.21). 

 

2.3.1. Geometric range computation 

There are two fundamental quantities needed for the geometric range computation: the 

receiver’s and satellite’s coordinates. The receiver coordinates come from the latest 

computed coordinates, which are used as a-priori values for the current position update. 

When running the filter for the first time, approximate coordinates can be used (such as 

coordinates from RINEX file header), or even a vector of zeros. Let us assume in this 

section that we have approximate coordinates for the receiver. The second important 

quantity is the satellite position. In case of GAPS, these coordinates are determined using 

IGS (International GNSS Service) precise orbits. The coordinates of the satellite have to 
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be determined for the time when the signal was transmitted - the transmission time. Since 

the time tags we have available at the receiver are the nominal reception time, we do not 

know before hand what time the signal was transmitted by the satellite ( GPS,tT ). In order 

to determine it, we can use the pseudorange measurement as follows: 

 

dt
c

P
TT nom,rGPS,t −−= ,           (2.45) 

 

where GPS,tT  is the transmission time in GPS time scale, nom,rT  is the nominal reception 

time (the receiver time tags), P  is the pseudorange measurement, c  is the speed of light 

and dt  is the satellite clock error. The pseudorange measurement to be used in this 

computation does not need to have any correction applied, such as troposphere or 

ionosphere delay corrections, since the impact of these effects on the time of transmission 

is negligible. It implies that pseudorange measurements from any frequency can be used. 

In fact, it is very important to understand that the clock errors present in the pseudorange 

measurements are in accordance with the receiver time tag (which also has the same 

receiver clock error, and thus the receiver clock error gets eliminated in the computation 

above), so the pseudorange should not be corrected for receiver clock offset before being 

used for orbits determination. Because the measurement has also the effect of the satellite 

clock error dt , it has to be accounted for. Ideally, the satellite clock error should be also 

computed for the transmission time as computed above, however the variation of the 

computed value of the satellite clock when accounting for the clock error as in equation 

2.45 is usually negligible, i.e.: 
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0dt.
t

dt
≅

∂

∂
,            (2.46) 

 

so the approximate transmission time ( GPS,t'T ) for satellite clock error computation 

purposes can be determined using only the pseudorange, as shown below: 

 

c

P
T'T nom,rGPS,t −= .           (2.47) 

 

The use of equation 2.47 avoids the use of iterations, and satellite clock and orbits can be 

computed in a straightforward procedure. 

 

After satellite coordinates are determined, the range could be computed as: 

 

( ) ( ) ( )2r
s2

r
s2

r
s

ZZYYXXR −+−+−= .         (2.48) 

 

However, there is another effect which should be taken care of, which is called Sagnac 

effect. Because the earth rotates during the travel time of the signal, the coordinate 

system (the earth-centered and earth-fixed cartesian coordinate system) also rotates, and 

the satellite coordinates should refer to this “rotated” coordinate system. In order to 

correct for this effect, the angle of rotation during the travel time has to be determined as: 
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c

R
⋅Ω=Ω & ,            (2.49) 

 

where Ω  is the rotation angle and Ω&  is the angular velocity of the earth. The satellite 

coordinates can then be corrected by using a rotation matrix: 
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where the superscript r stands for “rotated”, and 3R  is the rotation matrix along the Z 

axis: 

 

( ) ( )
( ) ( )
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The geometric range can then be recomputed with the satellite rotated coordinates: 

 

( ) ( ) ( )2r
r,s2

r
r,s2

r
r,s

ZZYYXXR −+−+−= .        (2.52) 

 

This procedure (equations 2.35 to 2.39) often requires iterations to achieve the optimal 

geometric range. 
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2.4. Corrections 

As mentioned before, there are a few corrections which have to be applied to carrier-

phase and pseudorange measurements in addition to other commonly known effects (such 

as relativistic correction) in order to have a complete (adequate) observation model in 

PPP. This aspect is a limiting factor to achieve cm-level accuracy, as it is possible today, 

with PPP. All corrections accounted for by GAPS are listed below and will be discussed 

in the next subsections. 

 

• Satellite antenna phase center offset and variation 

• Receiver antenna phase center offset and variation 

• Solid earth tides 

• Ocean tide loading 

• Differential code biases 

• Phase wind-up effect 

 

2.4.1. Satellite antenna phase center offset and variation 

This section discusses the correction due to the satellite antenna phase center (APC) 

offset and variation, assuming that the satellite orbits being used for positioning are 

referred to the satellite center of mass, such as IGS orbits. This is not the case of the 

broadcast orbits, which do not need to receive such a correction. 
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Satellite orbits refer to the satellite’s center of mass, whereas the measurements refer to 

the antenna phase center. Therefore, it is necessary to take into consideration this 

difference. Here I am dividing the correction in two parts: the offset and the variation. 

The offset is commonly represented by a constant three-dimensional vector fixed on the 

satellite body coordinate system, and thus the orientation of this vector depends on the 

satellite’s orientation with respect to the earth. The variation part is an additional 

correction which depends on the nadir angle of the satellite-receiver vector. The offset 

and variation values can be retrieved from IGS antenna files (in ANTEX – ANTenna 

EXchange - format) which can be downloaded from the IGS web site, currently located at 

ftp://igscb.jpl.nasa.gov/pub/station/general/ . The standard name of the file is 

igsYY_WWWW.atx, where YY represents the current IGS frame, and WWWW represents 

the GPS week when the file in question was generated. The format, as well as the 

standards used in this file can be found in Rothacher and Schmid [2006], where one can 

find the definition on how the satellite antenna phase center correction has to be applied 

(as in the following two equations): 

 

PCOCMPPCP += ,           (2.53) 

 

where: PCP  is the three-dimensional vector representing the satellite phase center 

position; CMP  is the three-dimensional vector representing the satellite center of mass 

position, and PCO  is the three-dimensional vector representing the satellite phase center 

offset. 
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PCVRRcorrected += ,           (2.54) 

 

where R  is the geometric distance, and PCV  is the phase center variation. 

 

As opposed to a formerly used standard (called “relative calibration”), when the satellite 

antenna offsets had fixed values for all satellites of a same satellite block, in the current 

standard (called “absolute calibration”) these values are actually determined for each 

particular spacecraft. As an observation, it should be noted that the spacecraft number 

“SVN” should not be confused with the pseudorandom noise “PRN” number. Different 

satellites can use the same PRN in different periods of time. Table 2.1 shows the GPS 

constellation history, since the launch of the first satellite until July of 2007 [U.S. Naval 

Observatory, 2007]. There are blanks for several satellites’ PRN because these satellites 

are no longer in operation and therefore do not have a PRN associated to them. 
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Table 2.1. GPS satellite constellation history, as of July 2007. 

 

 

Because new satellites are launched and become part of the GPS constellation the file 

containing antenna information has to be constantly updated, (and that is also true for 
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GLONASS and Galileo satellites). In an ideal scenario, one should always check if there 

is any update of antenna file before processing GPS data in PPP mode. 

 

As mentioned earlier, the satellite antenna offsets are represented as a three dimensional 

vector fixed to the satellite body coordinate system. The major component of this vector 

(component Z in the satellite’s body coordinate system) is the component in the radial 

direction, i.e., which points to the earth’s center of mass, and therefore the determination 

of this component’s orientation is trivial. The orientation of the other two components 

depends on the position of the sun. The Y axis, which is the rotation axis of the solar 

panel, corresponds to the cross product of the Z axis with the vector from the satellite to 

the sun. The X axis completes the right-handed system [Rothacher and Schmid, 2006]. 

For illustration purposes, Figure 2.1 shows the antenna offsets for the GPS satellites, as 

of July 2007. There is no plot for the Y component because it has value equal to zero for 

all satellites. 

 

 
Figure 2.1. GPS satellite antenna offsets as of July of 2007 (Reference: International GNSS Service, file 

igs05_1421.atx). In this file there was no antenna information for SVN’s 1, 2, 3, 4, 5, 6, 7, 8, 12, 42, 48, 49, 
50, 55, and 57, for different reasons. 
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Concerning the phase center variation correction, the antenna file contains correction 

values distributed for several nadir angles. In order to determine the value to be used, one 

has to compute the nadir angle of the satellite-receiver vector at the time of the 

observation, and then interpolate (in this case, a linear interpolation is enough) the 

correction. It might be the case of having to extrapolate as well, depending on the nadir 

angles obtained for particular locations. The format of the file also comports variation for 

different azimuths, but, as of March 2008, the International GNSS Service has made 

available satellite APC corrections which depend on nadir angle only. Another interesting 

aspect is that the offsets and variations are made available with values for each 

frequency, even though in practice only the satellite APC iono-free combination has been 

determined. One should therefore have in mind that, as of March 2008, the values of the 

satellite APC offset and variation on L1 and L2 frequencies are simply a replication of 

the iono-free combination value. For detailed information on the format please refer to 

Rothacher and Schmid [2006]. Figure 2.2 shows the APC variations for all SVN’s, as of 

July 2007. 
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Figure 2.2. GPS satellite antenna phase center variation, as of July of 2007 (Reference: International GNSS 

Service, file igs05_1421.atx). Recently launched SVN’s 55 and 57 have the same variation as 52, 53 and 

58. 

 

2.4.2. Receiver antenna phase center offset and variation 

In this section I will discuss the correction due to the receiver antenna phase center offset 

and variation. Similar to the satellite APC information, the receiver-dependent offsets and 

variations can also be found in ANTEX files. The receiver APC offset correction also 

consists of a 3D offset vector, and variation corrections also have to be applied in the 

observation domain. They are given as: 

 

PCOARPPCP += ,           (2.55) 

 

where: PCP  is the three-dimensional vector representing the satellite phase center 

position; ARP  is the three-dimensional vector representing the receiver antenna reference 

point position, and PCO  is the three-dimensional vector representing the receiver phase 

center offset. 
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PCVRRcorrected += ,           (2.54) 

 

where R  is the geometric distance, and PCV  is the phase center variation. 

 

It is important to note that although the procedure is similar to the one used for satellites, 

receiver offsets are represented as 3D vector with components on North, East an Up 

direction in the receiver local geodetic coordinate system. Figure 2.3 shows a diagram of 

the UNBJ station antenna. In this example we can see that the antenna reference point of 

this antenna is about 30 cm above the station marker (which is actually the top of the pole 

to which UNBJ antenna is fixed). This offset is not part of the antenna phase center 

offset, and is usually referred to as “antenna height”. This value is particular for each 

antenna installation and it should be printed as one of the observation RINEX file header 

records (for instance “ANTENNA: DELTA H/E/N” record, which also supports North 

and East offsets – for more details about RINEX format one should refer to Gurtner and 

Estey [2006], or Gurtner and Estey [2007]). The receiver antenna phase center offset 

refers to the base of the antenna, the antenna reference point. In the case of the diagram 

below, the L1 and L2 APCs are 100.81 and 116.46 mm above the ARP, respectively. 

These values come from the absolute antenna APC calibration, which in this specific case 

was determined by Geo++ GmbH by means of a Robot calibration (more information 

concerning antenna calibration at Geo++ can be found at http://gnpcvdb.geopp.de). 
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Figure 2.3. Diagram of UNBJ station antenna (RegAnt choke-ring antenna). Similar diagram can be 

obtained from UNBJ station log file, available at 

http://igscb.jpl.nasa.gov/igscb/station/log/unbj_20060906.log .The antenna offsets used here were obtained 

from ANTEX file igs05_1421.atx. 

 

In Figure 2.4 one can see the L1 frequency receiver antenna phase center variation for 

UNBJ’s antenna, with respect to zenith angle and azimuth, in mm. Figure 2.5 shows a 

similar plot, but for L2. These plots are also based on values obtained from IGS ANTEX 

file igs05_1421.atx. Figure 2.6 also shows the L1 and L2 antenna phase center variation, 

but with respect to zenith angle only. As it can be seen, the less variation is experienced 

at zenith direction, and maximum values of variation appear at lower elevation angles. 

We can also clearly see that the variation is stronger for L1 than for L2 frequency for this 

antenna. Mostly important, it is possible to notice that the APC variation values are at 

typically at sub-centimeter level for this antenna. This is also typically true for other 

antenna types (as can be noticed if one refers to the ANTEX file). 
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Figure 2.4. Antenna L1 phase center variation for station UNBJ’s antenna, as of March 2008. Values 

obtained from file igs05_1421.atx. 

 

 

 
Figure 2.5. Antenna L2 phase center variation for station UNBJ’s antenna, as of March 2008. Values 

obtained from file igs05_1421.atx. 
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Figure 2.6. Antenna L1 and L2 phase center variation for station UNBJ’s antenna, as of March 2008. 

Values obtained from file igs05_1421.atx. 

 

 

2.4.3. Solid earth tide 

In order to obtain coordinates accurate to cm level for a single receiver it is necessary to 

account for the site displacement due to the effects of solid earth tides. Since the earth is a 

body not totally rigid, its crust suffers the effect (i.e., deformation) of gravitational forces 

(mainly from sun and moon). These deformations, translated to displacements at 

individual points, can be modeled as being caused by tides of spherical harmonics 

[McCarthy and Petit, 2004]. The effect of solid earth tides can reach a few decimeters, 

and for details on how these effects should be computed one should refer to the latest 
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[2004]. Figure 2.7 shows the variation of UNBJ station site displacement due to solid 

earth tide over one day (5 March 2008). 

 

 
Figure 2.7. Variation of UNBJ station site displacement due to solid earth tide over one day (5 March 

2008). 

 

 

2.4.4. Ocean tide loading 

Similarly to the “solid” earth, ocean water masses also suffer the effect of gravitational 

forces. These effects are widely known as the ocean tides. 

Ocean tide loading (OTL) is the deformation of the earth due to the weight of the ocean 

tides. The water in the ocean tides moves back and forth and these mass redistributions 

cause periodic loading of the ocean bottom. Since the earth is not completely rigid, it 

deforms under this load. One can observe it as variations at your station in vertical and 

horizontal displacement, in gravity, tilt and in strain. The ocean tides are produced by the 

gravitational pull of the moon and sun and since their orbits have more than one 

periodicity due to the eccentricity, evection and the lot, the ocean tides can be described 
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as a sum of several ocean tides with each having their own period. The 11 periods, also 

called harmonics, with the largest amplitude are mostly used to compute the ocean tide 

loading [Ocean tide loading provider, 2008]. 

 

For the procedures related to the computation of ocean tide loading effects one should 

refer to McCarthy and Petit [2004]. The Ocean tide loading provider is an internet-based 

service which is maintained by Dr. Hans-Georg Scherneck at Onsala Space Observatory 

– Chalmers University of Technology, Sweden. This service is available at 

http://www.oso.chalmers.se/~loading/ and it has been widely used by the GPS research 

community as means to obtain the necessary information for the computation of OTL 

displacements for particular stations, given by several models. 

 

GAPS package currently does not apply corrections for OTL displacements. Other GPS 

packages such as GAMIT have implemented the necessary code to compute the tidal 

constituents for a given site from a particular model (such as GOT00.2), as well as the 

displacements themselves [King, 2007]. 

 

2.4.5. Differential code biases 

Also known as differential hardware delays, the differential biases have to be applied in 

the observations in order to account for different delays experienced by the GPS signal 

depending on what frequency (combination) is used. Even though carrier-phase 

measurements also suffer such kind of effect, it gets absorbed by the PPP float ambiguity 
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parameter, as mentioned earlier in this chapter. In case one is attempting to fix 

ambiguities in PPP, the effect on phase should also be considered. Since the code 

measurements, as used today, do not have an ambiguity parameter to be estimated, it is 

essential that the biases for code observations are taken care of, in order to reach ultimate 

accuracies. More details about biases will be discussed in chapter 4. 

 

2.4.6. Phase wind-up effect 

The observed carrier-phase measurement depends on the orientation of the antennas of 

both receiver and satellite, thus it is necessary to account for the phase shift caused by 

this “mis-orientation”. These phase shift values change over time as the satellite moves 

(and therefore changes its orientation with respect to the receiver). It also depends on the 

receiver antenna attitude, so, in order to fully account for that effect, it is necessary to 

always know the orientation of the receiver antenna, which is sometimes not an easy task. 

The most known description on how to account for that effect can be found in Wu et al. 

[1992], and one could refer to this reference in order to obtain details on the procedure. 

The necessary elements for accounting for the phase wind-up effect are the receiver 

coordinate system unit vectors, and the same for the satellite. In GAPS package it is 

assumed that the receiver’s orientation with respect to north direction does not change. 

This is a reasonable assumption as far it goes to static positioning, since the receiver 

should ideally be oriented like that. This assumption becomes much weaker when it 

comes to kinematic positioning, since it is not possible (or perhaps not even reasonable) 

to guarantee that orientation. 
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3. Ionospheric delay estimation filter 

 

3.1. Introduction 

Ionosphere delay is closely related to GPS measurements because it is one of the main 

effects which have to be mitigated in order to determine reliable positions. Since the 

ionosphere is a dispersive medium, which means the value of the delay depends on the 

frequency of the signal, and GPS signals are broadcast on more than one frequency, using 

receivers capable of tracking GPS signals on two or more frequencies allows us to 

mathematically eliminate the first order effect of the ionosphere refraction. This is 

possible by means of a combination of the signals at different frequencies This 

combination is widely called the iono-free combination, and it can be performed as 

described in the previous chapter. If on one hand the ionosphere impacts GPS signals, on 

other hand GPS can be used as a sensor of the ionosphere. In this chapter I am 

introducing an approach to using GPS as a sensor of the ionosphere. GPS receiver 

networks have been used for this purpose for a long time, but this new method was 

created to be suitable for single receiver operation. This means that this approach allows 

the estimated ionospheric delay to be one of the outputs of a PPP package, and in this 

case it is done in GAPS. Another characteristic is that only carrier-phase measurements 

are used, in order to avoid effects present on pseudorange measurements, as it will be 

explained later in this chapter. The filter to estimate the ionospheric delays is connected 

to the PPP filter inside GAPS. All those aspects will be discussed through this chapter. 
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3.2. Ionospheric delay estimation filter 

In this section I will explain how the filter works, showing also another observation 

model which is widely used in ionospheric delay modeling, in order to justify why a 

novel model was necessary and to show their respective advantages and drawbacks. Let 

the carrier-phase observation equations be as follows: 

 

( ) 111,s1,r1,s1,r111 empbpbhdhdNITdtdTcR ++−+−+λ+−+−+=Φ ,       (3.1) 

 

and 

 

( ) 222,s2,r2,s2,r222 empbpbhdhdNITdtdTcR ++−+−+λ+γ−+−+=Φ ,       (3.2) 

 

where: 1Φ  and 2Φ  are carrier-phase measurements on the L1 and L2 frequencies, 

respectively, in meters; R  is the geometric distance between satellite and receiver 

antennas, in meters; c  is the speed of light, in meters per second; dT and dt  are clock 

errors of receiver and satellite, respectively, in seconds; T  is the neutral atmosphere 

delay, in meters; I  is the ionosphere delay, in meters, for the L1 frequency; γ  is the 

factor to convert the ionospheric delay from L1 to L2 frequency, unitless; 1λ  and 2λ  are 

carrier-phase wavelengths for the L1 and L2 frequencies, respectively, in meters; 1N  and 

2N  are carrier-phase integer ambiguities on the L1 and L2 frequencies, respectively, in 
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cycles; i,rhd  and i,shd  are receiver and satellite carrier-phase hardware delays, 

respectively, in meters, where i represents the frequency number (1 or 2); i,rpb  and i,spb  

are receiver and satellite carrier-phase initial phase bias, respectively, in meters, where i 

represents the frequency number (1 or 2); 1m  and 2m  are carrier-phase multipath on the 

L1 and L2 frequencies, respectively, in meters; and 1e  and 2e  are other un-modeled 

errors of carrier-phase measurements on the L1 and L2 frequencies, respectively, in 

meters. 

 

The factor γ  comes from the fact the ionospheric delay is inversely proportional to the 

squared frequency of the signal: 

 

2

i

i
f

TEC3.40
I = ,              (3.3) 

 

where if  is the frequency of the signal, and TEC is the total electron content, in 10
16

 

electrons per meter squared. Using equation 3.3 it is possible to establish a relation 

between delays in frequencies L1 and L2: 
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2
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2 II
f

f

f
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I γ=== ,            (3.4) 

 

thus: 
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2

2

2

1

f

f
=γ .              (3.5) 

 

Similar equations to 3.1 and 3.2 can be used for pseudoranges, as follows: 

 

( ) 111,s1,r1 EMHDHDITdTdtcRP ++−+++−+= ,         (3.6) 

 

and 

 

( ) 222,s2,r2 EMHDHDITdTdtcRP ++−+γ++−+= ,         (3.7) 

 

where: 1P  and 2P  are pseudorange measurements on the L1 and L2 frequencies, 

respectively, in meters; i,rHD  and i,sHD  are receiver and satellite pseudorange hardware 

delays, respectively, in meters, where i represents the frequency number (1 or 2); 1M  and 

2M  are pseudorange multipath on the L1 and L2 frequencies, respectively, in meters; and 

1E  and 2E  are other un-modeled errors of the pseudorange measurements on L1 and L2 

frequencies, respectively, in meters. 

 

In order to eliminate geometric effects we can perform the so called geometry-free 

combination, which consists of a difference between the observations of the two 

frequencies, in length units. Let the geometry-free carrier-phase and pseudorange 

observation equations be, respectively: 
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12gf Φ−Φ=Φ ,              (3.8) 

 

and 

 

12gf PPP −= ,              (3.9) 

 

where gfΦ  and gfP  are the geometry-free carrier-phase and pseudorange combinations, 

respectively. Using equations 3.1 and 3.2 in 3.8, and 3.6 and 3.7 in 3.9 yields: 

 

( ) ( ) ( )
( ) ( ) ( ) ( )12121,s2,s1,r2,r

1,s2,s1,r2,r1122gf

eemmpbpbpbpb

hdhdhdhdNNI1

−+−+−−−+

−−−+λ−λ+γ−=Φ
,      (3.10) 

 

and 

 

( ) ( ) ( ) ( ) ( )12121,s2,s1,r2,rgf EEMMHDHDHDHDI1P −+−+−−−+−γ= .     (3.11) 

 

In the two equations above, the terms ( )1,r2,r hdhd − , ( )1,s2,s hdhd − , ( )1,r2,r HDHD −  and 

( )1,s2,s HDHD −  are receiver and satellite differential hardware delays for carrier-phase and 

pseudorange, respectively. The terms refered to pseudorange are often called differential 

code biases (DCB). In order to maintain consistency, I will call terms related to carrier 

phase as differential phase biases (dpb) in this thesis. Another term pertinent to carrier 
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phase is the initial phase bias (pb). Although in theory it could be possible to separate 

these two terms by using data from long periods of time, in practice it would be a very 

difficult task to be accomplished. This is because initial phase and hardware phase delays 

are very correlated with each other, and thus it is nearly impossible to mathematically 

separate them as parameters in a carrier-phase equation, since their partial derivatives (-1 

and 1) are related by a single multiplication constant, making any normal matrix singular, 

and thus not permitting an adjustment of them as separate parameters for a single 

receiver, even though they are two distinct effects with different causes. Because of this, I 

will include the initial phase bias as part of the differential phase bias (dpb) parameter. 

Similar behavior is intrinsic to L1 and L2 ambiguities, which will also be reduced to a 

single parameter. Therefore equations 3.10 and 3.11 can be rewritten as: 

 

( ) gfgfsrgfgf emdpbdpb'NI1 ++−++γ−=Φ ,        (3.12) 

 

and 

 

( ) gfgfsrgf EMDCBDCBI1P ++−+−γ= ,        (3.13) 

 

where: gf'N  is the carrier-phase geometry-free ambiguity, in meters (a prime symbol is 

used because the ambiguity is being represented in meters rather than in cycles); rdpb  and 

sdpb  are receiver and satellite differential phase biases, respectively, in meters; rDCB  and 

sDCB  are receiver and satellite differential code biases, respectively, in meters; gfm  and 
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gfM  are carrier-phase and code geometry-free multipath, respectively, in meters;  and gfe  

and gfE  are carrier-phase and code geometry-free un-modeled errors, respectively, in 

meters. 

 

Assuming multipath is an effect which will not be modeled in this approach, parameters 

which have to be determined are the ionospheric delay, differential biases, and 

ambiguities (in case of carrier phase). Even though there is one additional parameter to be 

solved for carrier phase, the ambiguity, it is an observation with a noise level several 

order of magnitudes smaller than the pseudorange, which is an un-ambiguous 

observation. One very common way to take advantage of the low noise characteristic of 

the carrier phase, and the un-ambiguous nature of the pseudorange is using the phase-

leveling technique. This technique has been used by Komjathy [1997]. It consists of 

basically removing the ambiguity parameter from the carrier-phase equation, using 

pseudorange. In order to achieve better results in this process, this pseudorange-based 

ambiguity term is computed using a certain number of observations, which might 

correspond to a satellite arc in which there is no cycle slip. The observation equation of 

the ambiguity parameter in the phase-leveling technique ( pl,gf'N ) can be used as follows: 

 

gfgfpl,gf P'N Φ+= ,           (3.14) 

 

and therefore: 
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gfgfsrgfgfsrgfpl,gf emdpbdpbEMDCBDCB'N'N ++−+++−+= .     (3.15) 

 

It is important to notice that the  multipath terms are now mean values, because equation 

3.15 is evaluated using several observations over time, which eliminates higher frequency 

components of multipath terms, keeping the mean value of the multipath over the 

observation arc. The same occurs for other errors. The ambiguity term can then be 

removed from the carrier phase equation, according to: 

 

pl,gfgfpl,gf 'N−Φ=Φ ,           (3.16) 

 

yielding: 

 

( ) ( ) ( ) gfgfgfgfgfgfsrpl,gf EMeemmDCBDCBI1 −−−+−++−γ−=Φ ,     (3.17) 

 

where pl,gfΦ  is the leveled carrier-phase. As seen in equation 3.17, the ambiguity 

parameter is gone now. It also applies to differential phase biases and all mean values of 

effects pertinent to carrier-phase observations (i.e. multipath and other errors). The 

variation of multipath and other errors in carrier phase over time (terms inside 

parentheses) are still present in the leveled-phase equation. Even though there is an 

attenuation of the carrier-phase multipath effect in the leveled phase, a mean pseudorange 

multipath and average of other pseudorange errors are added to the observation (the last 

two terms of the equation above). Therefore there is an exchange between phase mean 
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multipath by the pseudorange mean multipath over the arc, which can be several orders 

of magnitude higher than the same effect on carrier phase. The effect of the multipath on 

pseudorange is further explored in the next chapter. 

 

Because receiver differential code biases are common for all satellites being observed 

simultaneously, and satellite differential code biases are common for all receivers 

observing a particular satellite, these parameters can be solved for as a by-product of the 

ionospheric delay estimation, using a network of GPS receivers. Another advantage of 

using a network of receivers is that the mean pseudorange multipath from several 

receivers tends to average out when used to estimate one or more common parameters, 

since multipath for different receivers is uncorrelated. The effect of using several 

receivers to reduce the impact of multipath is also discussed in chapters 5 and 6. Another 

interesting aspect is that satellite differential code biases are very useful for single 

frequency users. This is because satellite clocks are usually determined using a 

combination of measurements on two frequencies, and offsets should be applied to these 

clock values to make them useful for receivers with one frequency only. More details 

about biases and satellite clocks are discussed in chapters 5 and 6. 

 

The observation model of equation 3.17 is not adequate for single receiver data 

processing for several reasons. In a single receiver scenario, there are several satellites, 

and thus several satellite differential code bias parameters, and only one receiver, which 

makes it impossible to determine values for each of those terms. The impact of the mean 

pseudorange multipath will be higher than in a network approach, because there will not 
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be other receivers’ data to be used to minimize the effect with an averaged uncorrelated 

multipath. This means that the use of pseudorange brings practically no benefit in a single 

receiver scenario. Rather than using phase leveling, the single receiver approach which is 

being presented here makes use of carrier phase observables only. Looking back to 

equation 3.12, it is possible to notice that for a single receiver, satellite and receiver 

differential phase biases are highly correlated with the ambiguity parameter. As discussed 

earlier, this means that these parameters cannot be separately estimated in this case. 

However, since the goal of the approach is to obtain the ionospheric delays and not the 

biases, the latter ones can be grouped with the ambiguity parameter to be estimated as a 

single value, according to: 

 

( ) gfgfgfgf em'NbI1 +++γ−=Φ ,          (3.18) 

 

where 

 

srgfgf dpbdpb'N'Nb −+= .          (3.19) 

 

Again, assuming carrier-phase multipath as an un-modeled effect in this model, there are 

two parameters to be estimated: the ionospheric delay and the ambiguity parameter. In 

order to achieve a solution for that, more than one observation must be used, and, more 

than that, the system of equations is solvable only if the equations refer to the same 

ionospheric delay parameter, otherwise there would be one delay parameter for each 
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observation, plus the ambiguity parameter, which would make the number of unknowns 

larger than the number of observations. This problem can be solved by establishing a 

relationship between delays observed by different satellites, at different epochs, with 

different ionospheric piercing points. A first step is accounting for the slant delay, since 

the delay experienced by each observation depends on the amount of ionosphere the 

signal has to go through. This can be done by means of a mapping function, according to: 

 

vIMFI ⋅= ,            (3.20) 

 

where vI  is the vertical ionospheric delay, and MF  is the mapping function. The mapping 

function which is used in this approach considers a spherical shell model for the 

ionosphere, and can be computed according to: 

 

( ) 2

shr

ecosr
1

1

)sin(

1
MF










+

⋅
−

=
β

= ,          (3.21) 

 

where β is the complement of the angle of incidence of the satellite (S) to observer (O) 

geometric line at the ionospheric shell (I), r is the mean radius of the Earth, sh is the 

ionospheric shell height and e is the geometric satellite elevation angle with respect to the 

observer. Figure 3.1 illustrates all necessary elements for the computation of this 

mapping function, which can be evaluated using the sine’s law, according to: 
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( ) ( ) ( ) ( )
shr

ecosr

shr

90esinr
90sincos

+

⋅
=

+

+⋅
=β−=β .        (3.22) 

 

 

Figure 3.1. Elements of the spherical ionospheric shell model. 

 

Similar ionospheric mapping function models have been used for example in CDGPS 

(Canada Differential GPS) system [Lahaye, 2006]. 

 

Another aspect which should be taken into account is that the position of the piercing 

point (represented by I in Figure 3.1) is different for each satellite, and different for the 

same satellite observed at different epochs. If the signals are piercing the ionosphere at 

different points, they are experiencing delays which are different, due to the variation of 

the ionosphere behavior at different regions at the same time. In order to account for that, 



 

61 

 

a bilinear model is used. This model is similar to models used in Komjathy [1997] and 

Kolb et al. [2005], and can be represented as follows: 

 

( ) ( )0,gp,g0,gp,g0,vp,v II λ−λ∇+φ−φ∇+= λφ ,        (3.23) 

 

where: 

 

p,vI  and 0,vI  are the ionospheric vertical delays at the piercing point and the station 

location, respectively, in meters; φ∇  and λ∇  are the latitudinal and longitudinal vertical 

ionospheric delay gradients, respectively, in meters per degree; p,gφ  and 0,gφ  are the 

geographic latitude of the piercing point and the station, respectively, in degrees; and p,gλ  

and 0,gλ  are the geographic longitude of the piercing point and the station, respectively, in 

degrees. 

 

If equations 3.23 and 3.20 are introduced into equation 3.18, the following is obtained: 

 

( ) ( ) ( )( ) gfgfgf0,gp,g0,gp,g0,vgf em'NbIMF1 +++λ−λ∇+φ−φ∇+γ−=Φ λφ ,     (3.24) 

 

and ignoring the non-modeled effects of the model: 

 

( ) ( ) ( )( ) gf0,gp,g0,gp,g0,vgf 'NbIMF1 +λ−λ∇+φ−φ∇+γ−=Φ λφ .      (3.25) 
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The equation above shows the observation model used in the ionospheric delay 

estimation filter, where three parameters of a spherical ionospheric shell model ( 0,vI , φ∇ , 

and λ∇ ) are estimated at each epoch together with ambiguity parameters ( gf'Nb ). The 

shell model parameters are the same for all satellites, while there is an individual 

ambiguity term for each satellite. The adjustment is performed by means of a least-

squares filter, similar to the one used for coordinate determination (shown in previous 

chapter), thus: 

 

( ) wP'ACAP'A
11

x

−−
+=δ ,          (3.26) 

 

where δ  is the update vector, A  is the design matrix, P  is the weight matrix, xC  is the 

parameter covariance matrix, and w  is the misclosure vector. 

 

The update vector is computed every epoch, and the parameters get updated as: 

 

δ+= 0xx ,            (3.27) 

 

where x  is the updated parameters vector, and 0x  is the previously updated parameters 

vector. The parameters covariance matrix also gets updated, according to: 

 

( ) 11

0,xx CAP'AC
−−

+= ,           (3.28) 
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where 0,xC  is the previously updated parameter covariance matrix. The weight matrix is 

built using an elevation angle dependent model, as follows: 

 

( )i

2

02

i
esin

σ
=σ ,            (3.29) 

 

where 2

iσ  is the variance of the observation i, ie  is the correspondent elevation angle, 

and 2

0σ  is the geometry-free carrier-phase a-priori variance. The model also accounts for 

the variation of the parameters over time, by considering some of them as stochastic 

parameters. After the covariance matrix of the parameters is updated according to 

equation 3.28 and before it is used again as in equation 3.26, it receives a process noise 

contribution, according to: 

 

nxx C'CC += ,            (3.30) 

 

where 'Cx  is the parameters covariance matrix before the update, xC  is the same after 

the update, and nC  is the process noise covariance matrix (where “n” stands for noise), 

where: 
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where 2
Iσ , 2

φ∇σ , and 2

λ∇σ  are the process noise variances for parameters 0,vI , φ∇ , and λ∇

, respectively. The process noise matrix is filled with zeros for elements with any index 

greater than 3 because those elements refer to the ambiguity parameters, and those are 

considered to be constant over time. There are only two cases when the diagonal 

elements related to ambiguities are different from zero: at the very first epoch of a 

satellite observation arc, when there is no a-priori knowledge about the ambiguity 

parameter value; and when the ambiguity parameter has to be initialized. There are two 

main reasons why these parameters might have to be initialized: if a cycle slip in at least 

one of the frequencies is detected; or if the observation fails in the quality control which 

is based on residuals control of the position estimation. These two controls are effected 

inside the PPP filter, which means that when an observation arrives at the ionospheric 

delay estimation filter, it has been validated by the positioning filter. Figure 3.2 shows the 

scheme of this relationship. 
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Figure 3.2. Relationship between positioning and ionospheric delay filters in GAPS. 

 

The “PPP” box represents the positioning filter. Even though the ionospheric delay 

ambiguity parameters are sent back to the positioning filter (so it can reinitialize them if 

necessary), they are not used in any way for positioning. The ionosphere delay filter 

depends on the PPP filter, but the opposite is not true. 

3.3. Results analysis 

In order to illustrate the type of results which will be analyzed in this chapter, Figure 3.3 

shows an example of ionospheric delays converted to TEC units computed using GAPS. 

The data is from IGS (International GNSS Service) station UNBJ, observed on January 

1
st
 2007. 
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Figure 3.3. Vertical ionospheric delays computed with GAPS for station UNBJ, data observed at January 

1st 2007. 

 

 

 

TECU stands for total electron content units, and it can be related to delays in length 

units for the different frequencies by means of equation 3.3. Evaluating 3.3 for 

frequencies of L1 and L2, 1 TECU represents approximately 0.1624 m and 0.2674 m of 

delay on L1 and L2, respectively. According to Klobuchar [1996], the ionospheric delays 

get to their maximum values at around 14 h local time. Station UNBJ is at approximately 

-67 degrees longitude, which means maximum delays are expect to occur between 18 h 

and 19 h GPS Time. In figure 3.3, it can be seen that the maximum delay value indeed 

occurs in this interval. 

 

In this chapter the performance of the ionospheric delay estimation filter is assessed in 

several ways, as listed below: 

 

• Analysis of adjustment residuals; 
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• Comparison of results for nearby stations; 

• Comparison of results with other solutions. 

 

Each of the items above will be explored in the next sections of the chapter. Six GPS 

monitoring stations were chosen to be used. The choice was made trying to have a 

reasonable distribution in geodetic latitude. The stations used are: 

 

• UNB1/UNBJ – Fredericton, New Brunswick, Canada (45
o
 57’ N); 

• FRDN – Fredericton, New Brunswick, Canada (45
o
 56’ N); 

• BRAN – Burbank, California, USA (34
o
 10’ N); 

• LEEP – Hollywood, California, USA (34
o
 08’ N); 

• MANA – Managua, Nicaragua (12
o
 09’ N); 

• RIOG – Rio Grande, Tierra del Fuego, Argentina (53º 47’ S); 

 

Figure 3.4 shows the stations listed above. As can be noticed, there are two pairs of 

stations which are close to each other (UNBJ/FRDN, and BRAN/LEEP). These pairs 

were chosen to be used for nearby stations results analyses, as will be discussed later. 
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Figure 3.4. Stations used in the ionospheric delay filter analysis. 

 

In order to assess the performance of the filter under different ionospheric disturbance 

conditions, two sets of five consecutive days were chosen for the analysis. One of the sets 

was chosen in a period with high activity, while the other is a quiet period. The choice 

was based on planetary K (Kp) index values, which were obtained from the Space 

Environment Center, National Oceanic and Atmospheric Administration (NOAA), US 

Dept. of Commerce, Boulder, CO [Space Environment Center, 2007]. The Kp indexes 

are a measure of the earth’s geomagnetic field activity, and have values which can range 

from 0 to 9. The two 5-day periods were chosen in order to have values close to 9 and 0, 

as high activity and quiet day periods, respectively. The 5-day period for high activity is 

7 November 2004 to 11 November 2004 (DOY 312 to 316). This period has been studied 

as a high ionospheric activity example by other authors, such as Maruyama [2006]. 

Figure 3.5 shows the Kp index values for this period. As can be seen, Kp index values 
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reach the value 9 on some occasions during these days, with overall high values over the 

time period. 

 

 
Figure 3.5. Kp index values for days of year 312 to 316 of 2004. 

 

Figure 3.6 shows Kp index values for the time period considered as quiet. As can be 

noticed, values range from 0 to a maximum of 3, over the whole period. 

 

 
Figure 3.6. Kp index values for days of year 006 to 010 of 2007. 
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The next four sections (3.2.1, 3.2.2, 3.2.3, and 3.2.4) discuss the results obtained with the 

dataset which was just described. 

 

3.3.1. Analysis of adjustment residuals 

In this section, the residuals of the ionospheric delay filter adjustment are analyzed. The 

residuals of the adjustment are important because they can provide useful information 

concerning the capability of the model of describing the observations, as well as the 

effects suffered by them. One of these effects is fundamental in this specific case, which 

is the ionospheric refraction. As described in the beginning of the chapter, in this 

approach the ionospheric delays are modeled by means of a bilinear model which 

describes the behavior of vertical delays over the station region (as can be seen in 

equations 3.24 and 3.25). The residuals can be computed as follows: 

 

( ) ( ) ( )( )( )gf0,gp,g0,gp,g0,vgfs 'NbIMF1r +λ−λ∇+φ−φ∇+γ−−Φ= λφ ,      (3.32) 

 

where sr  is the slant residual (the terminology “slant” will be discussed later). 

Considering equation 3.24 it is possible to see that the residuals will represent a measure 

of the non-modeled parameters, which means: 

 

gfgfs emr += .            (3.33) 
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Therefore the residual values have a straight relation with multipath and other errors, 

such as receiver noise, and also modeling errors. One of these sources of errors is of 

particular interest in this case, which is the model non-capability of fully describing the 

ionosphere behavior, or, in other words, the fact that in real life the ionosphere can not be 

perfectly modeled with a bilinear model. Based on this, the spread of the residuals can be 

used as a measure of how far, or close, the model is from describing the reality. Another 

interesting analysis which can be made with the residuals is based on the assumption that 

the model does describe reality, which means the residuals are dominated basically by 

observation noise, and in this case, they should have a Gaussian-like distribution. In order 

to perform these analyzes the slant residuals are computed according to equation 3.32. 

These residuals are being called “slant” because they refer to the observations in their 

observed direction, even though the ionospheric delay model describes the ionosphere by 

means of vertical delays. Another residual measure which will be used here, to be called 

vertical residuals, is computed according to: 

 

( ) ( ) ( )( ) 









+λ−λ∇+φ−φ∇+γ−−

Φ
= λφ

MF

'Nb
I1

MF
r

gf

0,gp,g0,gp,g0,v

gf

v ,      (3.34) 

 

or 

 

MF

r
r s

v = ,            (3.35) 
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where vr  is the vertical residual. These two types of residuals refer to slightly different 

things, but still very correlated: the slant residuals represent the capability of the model to 

describe the slant ionospheric delays suffered by GPS signals, while the vertical residuals 

represent the capability of the model to describe the ionosphere in terms of vertical 

delays. The difference comes from the fact that a unique vertical delay error will produce 

different errors in slant directions, depending on their inclination, and this relation is 

accounted for with the mapping function. 

The results will be shown in a station-wise sequence, with two sets (for low and high 

activity periods) of figures for each station, showing the ionospheric delay values, slant 

residuals, and vertical residuals, and one table summarizing the statistics of the results. 

Figures 3.7 and 3.8 show the results for station UNB1/UNBJ. 

 

 
Figure 3.7. Ionospheric delays and residuals for station UNBJ, 2007 DOY 6 to 10. 
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Figure 3.8. Ionospheric delays and residuals for station UNB1, 2004 DOY 312 to 316. 

 

During the quiet period the residuals for UNBJ had values usually within 2 and 1 TECU 

for slant and vertical values, respectively, while for the disturbed period the amplitude of 

the residuals reached around 5 TECU at certain hours. It can also be seen that the spread 

of the residuals is reasonably stable over the days of the quiet period, which does not 

occur during the disturbed period, where variations in residual spread can be easily seen. 

In the second plot the station name is UNB1 because the observations were made prior 

the station name change (from UNB1 to UNBJ) which occurred in 2006 [Langley, 2006]. 

Figures 3.9 and 3.10 show the results for station FRDN. 
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Figure 3.9. Ionospheric delays and residuals for station FRDN, 2007 DOY 6 to 10. 

 

 
Figure 3.10. Ionospheric delays and residuals for station FRDN, 2004 DOY 312 to 316. 

 

Results for FRDN are very similar to the ones obtained for UNBJ. That can be easily 

explained by the proximity of the two stations. A comparison of results between these 

two stations will be discussed in next section. Figures 3.11 and 3.12 show the results for 

station BRAN. 
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Figure 3.11. Ionospheric delays and residuals for station BRAN, 2007 DOY 6 to 10. 

 

 
Figure 3.12. Ionospheric delays and residuals for station BRAN, 2004 DOY 312 to 316. 

 

The residuals behavior for station BRAN is similar to UNB1/UNBJ and FRDN. One 

interesting feature is that the larger residuals spread doesn’t necessarily occur at the exact 

times of maximum ionospheric delays, as can be seen in Figure 3.12 for example. This is 

because larger residuals will be experienced when the behavior of the ionosphere doesn’t 

match with the model, and this behavior mis-modeling might occur at times which are 
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not the exact maximum delay times. One possible reason for the mis-modelling is the fact 

that a reasonably simple model (i.e. a bilinear model) is used to represent a large area of 

the atmosphere. Figures 3.13 and 3.14 show the results for station LEEP. 

 

 
Figure 3.13. Ionospheric delays and residuals for station LEEP, 2007 DOY 6 to 10. 

 

 
Figure 3.14. Ionospheric delays and residuals for station LEEP, 2004 DOY 312 to 316. 
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Station LEEP is located near station BRAN, both of them in California, USA, so in the 

same way as UNB1/UNBJ and FRDN, LEEP and BRAN have results which are similar. 

The similarity of ionospheric delay values comes from the fact that the vertical TEC is 

being computed for nearly the same position, thus, the same results should ideally be 

obtained. The similarity of residuals comes also from the fact that the two receivers 

observe the same constellation of satellites. Figures 3.15 and 3.16 show the results for 

station MANA. 

 

 
Figure 3.15. Ionospheric delays and residuals for station MANA, 2007 DOY 6 to 10. 
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Figure 3.16. Ionospheric delays and residuals for station MANA, 2004 DOY 312 to 316. 

 

On 9 January 2007 station MANA didn’t have observations for the last hours of the day, 

which caused the gap which can be seen in Figure 3.15. During the storm period, data of 

this station was available only from part of DOY 314 onwards, as it can be seen in Figure 

3.16. MANA is the nearest station to the equator which was used, and during the storm 

period TEC values of more than 80 TECU (at the end of DOY 314) were observed. 

Figures 3.17 and 3.18 show the results for station RIOG. 
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Figure 3.17. Ionospheric delays and residuals for station RIOG, 2007 DOY 6 to 10. 

 

 
Figure 3.18. Ionospheric delays and residuals for station RIOG, 2004 DOY 312 to 316. 

 

Like stations MANA, station RIOG had periods of time with no data available. The 

visible outliers in the results (upper plots of each figure) were caused by re-initialization 

of the filter. 

 

3.3.2. Comparison of results for nearby stations 
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In this section, results obtained for stations which are located near each other are 

compared. It is easy to see in Figure 3.4 that stations that can be used for that are BRAN 

and LEEP; and UNB1/UNBJ and FRDN. It is worth mentioning that the data processing 

for each of the stations is performed in a totally independent way from the other 

(stations). On the other hand one should consider that nearby stations are affected by the 

same effects related to satellite geometry. Figures 3.19 and 3.20 show the comparison for 

stations BRAN and LEEP, for the quiet and disturbed period, respectively. 

 

 
Figure 3.19. Comparison of results for stations BRAN and LEEP, 2007 DOY 6 to 10. 
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Figure 3.20. Comparison of results for stations BRAN and LEEP, 2004 DOY 312 to 316. 

 

From the plots above one can notice that there is a reasonable overall agreement between 

the solutions for the two different stations. The differences for the quiet period are an 

approximately zero-mean series, with standard deviation of 0.14 TECU. During the 

disturbed period, the zero-mean property of the differences is lost somewhat, with a bias 

of 0.12 TECU. One possible reason for this bias might be that it is more difficult to 

estimate the absolute (unbiased) ionosphere during storm periods, which depends on 

correctly determining the biased ambiguity parameters. The spread of the differences is 

also worse for the disturbed period, with standard deviation of 0.23 TECU, i.e., nearly 

one and a half times the corresponding value for the quiet period. It is also noticeable that 

major differences occur on DOY 313, when the Kp index reached a value of 9 for several 

hours. Figures 3.21 and 3.22 show the comparisons for stations UNB1/UNBJ and FRDN, 

for the quiet and disturbed period, respectively. 
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Figure 3.21. Comparison of results for stations UNBJ and FRDN, 2007 DOY 6 to 10. 

 

 
Figure 3.22. Comparison of results for stations UNB1 and FRED, 2004 DOY 312 to 316. 

 

The results for these two stations are quite similar during the quiet period, with a bias 

approximately equal to zero, and a standard deviation of about 0.06 TECU. These results 

can be considered to be on the same order of magnitude as for the BRAN and LEEP 

comparison during the quiet day. During the storm period, it is clear that there are two 

periods in which there is a disturbance in FRDN values. These periods match with 

periods in which the Kp index reached high values during that week. These disturbances 
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have been caused by problems with the data itself (e.g. cycle slips) during that period. 

Similar effects can be experienced, not only for ionospheric delay, but also other 

parameters, in cases in which there are several losses of lock of many satellites during the 

same period. Regardless, for these two disturbance periods, the agreement between the 

two series is reasonably good, however the overall statistics get impacted by those 

effects, and a standard deviation as high as 0.85 TECU was obtained. 

 

One should have in mind that the most important aspect of this comparison is checking if 

the values determined for the “ambiguity plus biases” parameters are converging to the 

correct values, since a bias in those parameters will result in a bias in the ionospheric 

delay itself. Considering that different receivers are used at those stations (as can be seen 

in Table 3.1), the receiver bias part of the ambiguity parameter is different for each 

station, as well as the ambiguity itself. 

 

Table 3.1. Receiver types of the stations used in this analysis (according to their respective site logs – 

accessed on September 2007). 

Station Receiver type 
UNB1/UNBJ Javad TPS LEGACY 

FRDN AOA BENCHMARK ACT 

BRAN Ashtech Z-XII3 

LEEP Ashtech Z-XII3 

MANA Trimble 4000SSI 

RIOG Ashtech Z-XII3 

 

 

 

When processing different stations under the same portion of the ionosphere, the 

agreement of the results is extremely dependent on the correct computation of the 

ambiguity parameter (which, again, includes carrier phase ambiguities and biases). The 
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computation of inter-frequency biases (they are called “inter-frequency” because they 

refer to a differential delay of observations on the L1 and L2 frequencies) has been the 

object of many research studies. As an example, Komjathy et al. (2005) have found that 

the consistency of receiver biases they could find with their technique is generally better 

than 1 TECU for mid-latitude sites, and better than 2 TECU for equatorial sites. 

According to Komjathy (2007), the technique employed to obtain those results is still in 

use at JPL (Jet Propulsion Laboratory). If we look at the results obtained in this analysis, 

we will find an overall ionospheric delay agreement of better than 1 TECU for the nearby 

stations. More than that, this agreement was shown to be better than 0.2 TECU during 

quiet periods. 

 

3.3.3. Comparison of results with other solutions 

In this section I will show a comparison between the ionospheric delay estimations 

obtained with GAPS and other solutions. The solutions chosen for this comparison are 

the ones provided by IGS (International GNSS Service), by means of publicly available 

files in IONEX format (details about IONEX format can be found in Schaer et al. 

(1998)). Global TEC grid maps are one of the product types made available by IGS. IGS 

claims an accuracy of 2-8 TECU for final, and 2-9 TECU for its rapid TEC maps 

(International GNSS Service (2007)). It is important to have in mind that numbers 

provided by this comparison are not a direct measure of quality, since it is impossible to 

tell which solution is providing the biggest share of error; they are simply a direct 

measure of agreement between the two solutions. It is also worth mentioning that the 

goals of these two techniques are different, where one aims at having a good global 
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ionosphere map (IGS map), while the other (GAPS) is designed to provide the best 

measure of the ionosphere condition at a certain location and time. In practice, it means 

that one should consider that while an ionospheric delay is being determined for each 

particular station position at every epoch with GAPS, this same delay is being 

interpolated in space and in time from a grid to provide IGS’ estimate for the same 

quantity, a procedure which always provides estimates which are smoothed in space and 

time. Details on procedures to use IGS ionospheric maps can be found in Schaer et al. 

[1998]. 

 

The next plots (Figures 3.23 to 3.28) show the results obtained with GAPS (blue dots) in 

comparison with values obtained from the IGS map (red lines) for the respective day and 

location. 

 

 

 
Figure 3.23. Comparison of results provided by GAPS (blue dots) and IGS (red line) for station BRAN. 
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Figure 3.24. Comparison of results provided by GAPS (blue dots) and IGS (red line) for station LEEP. 

 

 

 

 
Figure 3.25. Comparison of results provided by GAPS (blue dots) and IGS (red line) for station 

UNBJ/UNB1. 

 

 

 

 
Figure 3.26. Comparison of results provided by GAPS (blue dots) and IGS (red line) for station FRDN. 
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Figure 3.27. Comparison of results provided by GAPS (blue dots) and IGS (red line) for station MANA. 

 

 

 

 
Figure 3.28. Comparison of results provided by GAPS (blue dots) and IGS (red line) for station RIOG, 

quiet period. 

 

 

There are two effects in the above plots which deserve some discussion. One is the 

already mentioned interpolation smoothing effect from using IGS maps. Differences 

which might have been caused by this kind of effect can be seen for stations BRAN and 

LEEP on DOY 313, and station MANA on DOY 314. The other effect is the bias which 

usually exists between the two solutions. This is an effect of a disagreement between the 

satellite and receiver inter-frequency biases that are determined (explicitly or not) by the 

two techniques. Even though in the two cases the same effect from inter-frequency biases 

has to be handled, this is done in a completely different way in each technique, but even 
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then the ionospheric delays, which in theory are bias-free, should match. Table 3.2 shows 

the statistics of the comparison for each of the stations: 

 

Table 3.2. Statistics of GAPS and IGS maps comparison (in the sense GAPS-IGS) 

  Bias (TECU) Std. Dev. (TECU) RMS (TECU) 

Quiet period 

BRAN -4.34 1.38 4.56 

LEEP -4.31 1.31 4.50 

UNBJ 1.18 0.97 1.52 

FRDN 1.19 0.90 1.49 

MANA -5.22 1.51 5.44 

RIOG -2.66 2.23 3.47 

Disturbed Period 

BRAN 0.33 4.83 4.84 

LEEP -0.44 4.56 4.58 

UNB1 -1.54 3.42 3.75 

FRDN -1.23 4.14 4.31 

MANA 3.46 8.32 8.99 

RIOG -2.16 3.80 4.36 

 

 

It is noticeable that RMS values are better during the quiet period for all stations, which 

means that these techniques loose some of the modeling ability as the ionosphere gets 

disturbed. This effect should be expected because the assumptions behind the modeling 

techniques are less valid during storms when unpredictable effects happen. One of these 

assumptions, in case of GAPS, is that the ionosphere over the station can be modeled 

with two gradient parameters. In this case, it might be possible that better results during 

storm conditions can be obtained with more complex models, such as a quadratic 

function as used by Rho et al. [2004]. 

 

In general, the numbers shown in Table 3.2 are in agreement with the accuracy range 

claimed by IGS for its ionosphere maps (2-8 TECU for final maps – final maps were used 
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in this analysis). However, one should consider that the higher end of IGS claimed 

accuracy probably occurs at disturbed periods. We can see also that the biases (which can 

be translated into an agreement of instrumental biases determination) are in general 

within the level of agreement reported by Komjathy (2005) for JPL’s biases consistency. 

These numbers become even more meaningful if one considers that we are comparing a 

station-network technique (IGS), with a single-station technique (GAPS). One of the 

possible causes for the difference between GAPS and IGS results is the fact that the 

ionospheric shell model used in each procedure is different. As a recommendation for 

future work I would suggest to modify GAPS’ implementation to match IGS maps 

ionospheric shell model and analyze the differences that would be obtained. Another 

assessment which can be done in the future is using the computed delays for positioning 

of an independent station. 

 

3.4. Chapter remarks 

In this chapter I introduced a filter with which is possible to estimate ionospheric delays 

using a stand-alone receiver. This filter can be conveniently attached to a PPP engine. 

The observation model is based on geometry-free carrier-phase measurements, and 

considers the ionosphere as a earth-concentric spherical shell. The variation of the zenith 

ionospheric delays over the shell surface is modeled with a bi-linear polynomial. 

In analyses made with data of stations on south, central and north America, I found that 

the model residuals are usually less than 2 TECU pick to pick during ionosphere calm 

periods, and can reach values as high as 10 TECU (as far as the realized tests go) during 



 

90 

 

ionospheric storm picks. When comparing delay values independently obtained from two 

nearby stations, the results showed a very good agreement, of usually better than 0.3 

TECU, besides two short periods of time when data of station FRDN seems not have 

been well handled by GAPS. When comparing the results with values provided by IGS, 

the time series behavior between the two estimates (IGS and GAPS) were found to be 

quite similar, however the results look to be biased at times. The overall agreement RMS 

seems to be around 4 TECU or so. Part of the mismatch might be caused by different 

assumptions used in the two estimates, such as the ionospheric shell height. 
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4. Estimation of code biases by means of PPP 

 

One of the capabilities for data analysis that was implemented in GAPS, is the estimation 

of code biases. In this approach, the observations are treated in the same way as that for 

positioning, thus the impact of satellite biases is the same as for point positioning using 

IGS products. In this chapter, the code bias estimation approach is validated by 

comparing GAPS’ satellite P1-C1 bias (i.e., the bias between the L1P(Y) and C/A code 

measurements) estimates with values determined by IGS analysis centers. In addition to 

that, P2-C2 bias (i.e., the bias between L2P(Y) and L2C code measurements) estimates 

for IIR-M satellites have been estimated. The scientific contribution of this chapter is to 

present an approach for PPP-based bias determination. I have also determined values for 

differential P2-C2 bias, which can be used in the future as a reference for further 

investigations related to P2-C2 satellite biases. Preliminary results of P1-C1 and P2-C2 

bias determination have been published by Leandro et al. [2007]. Results for P1-C1 

biases show a reasonable agreement with results provided by other research institutions, 

as will be discussed. The results show that the differential P2-C2 satellite biases for three 

of the modernized satellites are very similar, with the value likely between 0 and 20 cm. 

 

4.1. Introduction 

Hardware delay is one of the effects which has to be taken into account when using GPS 

under certain conditions (e.g. single point positioning). These delays can be different for 
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each observable and for each frequency, which means that depending on the observable 

which is being used in a given application, accounting for hardware delays might be an 

mandatory step achieving the targeted accuracy. A hardware delay is usually determined 

in a relative sense, where a given observable and frequency (or frequency combination) is 

used as standard. Because of this, the values which are determined are usually called 

relative biases, since they represent the bias between two observable types, and can be 

represented either in time or in length units. One can separate the instrumental biases into 

two classes: the inter-frequency biases, which are the biases between observables on 

different frequencies; and, the intra-frequency biases, which are the biases between two 

observables on the same frequency. 

 

The inter-frequency bias is a matter of interest for estimating ionospheric delays, which 

requires a comparison between observations on different frequencies. It is also of interest 

for positioning with single-frequency receivers, because the satellite clocks are usually 

computed using the ionospheric delay free (iono-free) combination and thus the bias 

between the receiver’s observable type (usually C/A or L1 P(Y) code) and the iono-free 

observable should be accounted for to allow a correct time transfer and consequently 

adequate positioning. 

 

In this chapter I will refer to GPS observables in the text using the same naming 

convention as in the RINEX standard [Gurtner and Estey, 2006], where L1 C/A code is 

called C1, L1 P(Y) code is called P1, L2C code is called C2, and L2 P(Y)code is called 

P2. Additionally, it is worth mentioning that only L2C code measurements derived using 
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both CM (civil-moderate) and CL (civil-long) code sequences are used. Also, P2 code 

observed using a cross-correlation technique is to be called P2' hereafter. 

 

The intra-frequency biases are of interest for two types of applications: network data 

processing and single receiver data processing. Sometimes, networks are formed by 

receivers of several types, collecting different observable types. Currently, the only intra-

frequency bias of wide interest for the GPS community is the P1-C1 bias. P1 and C1 

observables may have to be mixed in networks formed by non-cross-correlation receivers 

(which collect P1 and P2, such as Javad Legacy), non-cross-correlation receivers 

reporting C1 (which collect C1 and P2, such as Trimble NETR5, Leica GRX1200PRO, 

Novatel OEM4), and cross-correlation receivers (which collect C1 and P2', such as 

Rogue SNR-12, Trimble 4000SST, Topcon TT4000SSI). On the single receiver side, the 

need to account for biases depends on whether the receiver is using the same observables 

which were used to compute satellite clock errors or not. 

 

It is important to mention that the hardware delays, and consequently the biases, exist for 

both receivers and satellites. In a point positioning scenario, the receiver’s biases are 

usually absorbed by the receiver clock error parameter in the adjustment as long as only 

one type of observable is being used, thus only the satellite biases have to be taken into 

account in this case. In the same sense, instrumental biases are in general not an issue for 

relative positioning, because they are eliminated together with satellite and receiver 

clocks in the double-differencing. 
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4.2. PPP-based P1-C1 code bias estimation 

One simple way of estimating code biases is by comparing two different codes 

simultaneously observed by the same receiver. This technique delivers the receiver-

satellite differential bias, which means the receiver part of the estimated quantity still has 

to be eliminated in order to obtain the satellite bias. Because the biases can be considered 

as a more or less constant correction over time for the satellite clock error estimates used 

in positioning, it is desirable that these biases are estimated in a way in which the 

consistency between biases and clock products is assured. This is usually done, since the 

differential satellite code biases are generally estimated together with the satellite clocks, 

as it is done for example at the Center for Orbit Determination in Europe (CODE) 

[CODE, 2007]. In the PPP-based technique, we match this approach by using the clock 

products for estimating the satellite differential biases, as will be seen later. 

 

In order to estimate code biases, a novel technique based on precise point positing was 

developed inside GAPS. To explain how this technique works, we should start with the 

simplified pseudorange observation equation. The equation assumes that IGS clock 

products are being used, thus the clocks are referenced to a P1 and P2 iono-free 

combination: 

 

( )
)2P,1P(if)2P,1P(if PP)2P,1P(if emTdtdTcRP +++−+= ,           (4.1) 

 

where: 
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)2P,1P(ifP  is the P1 and P2 iono-free pseudorange measurement; R  is the geometric range; 

T  is the neutral atmosphere delay; c  is the speed of light; dT  is the receiver clock offset; 

dt  is the satellite clock offset; 
)2P,1P(ifPm  is the iono-free code multipath, and; 

)2P,1P(ifPe  

represents other errors in the measurements. 

As one can notice, there are no biases being considered in Equation 4.1, because the same 

observation combination as the one used to determine satellite clocks (in this case, P1 and 

P2 iono-free combination) is being used at the receiver. In the case of single frequency 

observations, the satellite code bias should be considered, as shown below for the P1 

code measurement simplified equation: 

 

( ) 1P1P1Pif1 embITdtdTcRP +++++−+= − ,          (4.2) 

 

where the additional terms are: 

 

1P  is the P1 pseudorange measurement; I  is the ionospheric delay; 1Pifb −  is the satellite 

instrumental bias between the P1 andP2 iono-free combination and P1 code (necessary in 

this equation because we are using IGS iono-free clocks but dealing with L1 frequency 

measurements – in this case, P1); 1Pm  is the P1 multipath, and, 1Pe  represents other errors 

for P1 measurements. 
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One can notice that an explicit receiver bias term is missing in Equations 4.1 and 4.2. 

This is because, as mentioned before, in a PPP scenario the receiver code biases are 

absorbed by the receiver clock parameter ( dT  in equations 4.1 and 4.2). If one is using 

C1 rather than P1 measurements for positioning, a similar equation should be used, with 

the addition of the P1-C1 bias: 

 

( ) 1C1C1C1P1Pif1 embbdtdTcITRC ++++−+++= −− ,         (4.3) 

 

where 1C1Pb −  is the satellite instrumental bias between P1 code and C1 code, and C1 is the 

C1 code measurement. 

 

An iono-free observable using C1 and P2 codes would still require the use of the P1-C1 

bias, as follows: 

 

( )
)2P,1C(if)2P,1C(if PP1C1P)2P,1C(if embdTdtcTRP ++⋅α+−++= − ,        (4.4) 

 

where α  is the coefficient for L1 in the iono-free combination equation: 

 

2P1CP )2P,1C(if ⋅β−⋅α= ,             (4.5) 

 

where α  can be computed as: 
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and β  can be computed as: 

 

2
2

2
1

2
2

ff

f

−
=β .              (4.7) 

 

Using information related to orbits, clock, atmosphere and receiver position which is  

inherent to a precise point positioning filter (i.e., they are either used as known 

information or estimated as parameters), it is possible to create a pseudo-observable as 

follows: 

 

( )dtdTcTRP'P )2P,1C(if)2P,1C(if −−−−= ,           (4.8) 

 

and therefore: 

 

)2P,1C(if)2P,1C(if PP1C1P)2P,1C(if emb'P ++⋅α= − ,           (4.9) 

 

where 
)2P,1C(ifPm  and 

)2P,1C(ifPe  are un-modeled parameters, where 
)2P,1C(ifPe  includes residual 

orbit errors, residual satellite clock errors, residual neutral atmosphere delay errors, and 

receiver noise. The equation above might be simplified resulting in the following 

equation: 
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1C1P)2P,1C(if b'P
~

−⋅α= .           (4.10) 

 

One single observation of one single receiver is enough to determine the satellite P1-C1 

bias. However, because of the part of the observation which is not modeled (multipath, 

noise, and residual systematic effects), the determination with one single measurement 

would not be accurate. This can be clearly seen in Figure 4.1, where each blue dot 

represents the determination of the PRN03 satellite P1-C1 bias from a single observation, 

i.e., one independent epoch solution for the bias. It is possible to notice that even though 

the dots are scattered around a stable level (the bias), there is a significant amount of 

noise. Looking at the corresponding elevation angle plot it is possible to see that the noise 

level is higher for lower elevation angles, as one should expect. 

 

 
Figure 4.1. P1-C1 bias estimation, according to Equation 4.10, for station UNB3, PRN03, on DOY 280 of 

2007. 
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What would be feasible though is using several observations of a receiver (in other 

words, a complete arc of a given satellite), which would reduce the effect of the noise. 

Also, using receivers in different locations (and thus with different multipath patterns) 

would reduce the effect of the multipath. Using several observations from one or several 

receivers requires an adjustment procedure, which might follow the standard least-

squares technique: 

 

( ) lPAAPAb̂ t1t −
= ,         (4.11) 

 

where: 

 

b̂  is the estimate of the bias; A  is the design matrix, which, in this case, is a column 

vector where all elements are α ; l  is the vector of observations (in this case, )2P,1C(if'P
~

); 

and P  is the weight matrix. 

 

The weights of P  should vary according to the elevation angle of each observation. 

Assuming the effect of multipath is less critical for higher elevation angles, an elevation-

based weighting scheme (similar to what was used earlier) should help to reduce the 

impact of multipath on the bias estimation. The uncertainty of a single bias determination 

can be estimated according to: 
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( ) ( )
( )dfAPA

b̂Pb̂
t

t

b

−−
=σ

ll
,           (4.12) 

 

where 

bσ  is the 1-sigma uncertainty estimate; df  is the number of degrees of freedom of the 

adjustment, which is the number of observations minus one, assuming the observations 

are un-correlated. 

 

Figure 4.2 shows the epoch per epoch estimates for PRN03 P1-C1 bias over 10 days, 

using UNB3 data. 

 

 
Figure 4.2. Epoch per epoch estimates for PRN03 P1-C1 bias over 10 days, using UNB3 data (elevation 

cutoff 10 degrees). 

 

It is possible to notice that the behavior pattern of the bias estimates repeats every day, 

which is expected for any geometry-dependent effect such as multipath. It is also possible 

to notice that the mean value of the estimates is somewhat stable over the days. In order 

to better visualize that, Figure 4.3 shows the daily bias estimates and their respective 

estimated uncertainties (1-sigma), which are represented by the blue line. The dashed red 

line represents the overall bias estimate, which is (-22.7 ± 0.4 cm). All estimations shown 

in Figure 4.3 were done according to Equations 4.11 and 4.12. 
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Figure 4.3. Daily PRN03 P1-C1 estimations using UNB3 data. 

 

 

In the plot above, we can see that the daily estimates fluctuate around the 10-day overall 

estimate by a few centimeters. We can also notice that the 1-sigma error bars usually do 

not bound the average values represented by the dashed red line. This means that the 

uncertainty estimate is optimistic, probably because residual effects which vary from one 

day to another – these effects might likely be residual orbit errors, residual satellite clock 

errors, or residual neutral atmosphere delay estimation errors. In future work it would be 

worth looking into what is the exact reason for the unrealistic bias uncertainty estimates. 

 

Even though the estimated uncertainties are not a faithful representation of reality, the 

variation of the daily bias solutions with respect to the mean is reasonably small, with 

values usually below 4 cm. Figure 4.4 shows the difference between each daily estimate 

and the overall estimate. 
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Figure 4.4. Deviation of bias daily estimates from the 10-day estimate. 

 

In the plot above, we can see that there is a reasonable stability of the daily bias estimates 

for PRN03 over the 10-day period. Similar computation were made in order to verify if 

this is also true for estimates of biases of other satellites, using the same data, in the same 

period. Figure 4.5 shows the daily results for all 30 satellites observed at UNB3 during 

this period. 

 

 
Figure 4.5. Daily P1-C1 bias results for all satellites, using UNB3 data. 
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In Figure 4.5, we can see that the daily solution for each satellite is reasonably stable over 

time (in this case 10 days), similar to PRN03. Another noticeable characteristic of the 

estimation shown above is that the mean value of all the satellite biases is very close to 

zero. Figure 4.6 shows the mean value of the P1-C1 bias among all satellites for each of 

the ten days. The overall value (over the 10-day period) of the mean is -0.3 ± 1.3 cm, 

which means it is statistically equivalent to zero. 

 

 
Figure 4.6. Daily mean P1-C1 biases. 

 

 

This effect (near zero mean) occurs because in PPP data processing any effect common to 

all satellites is absorbed by the receiver clock parameter. This indicates that the receiver-

dependent hardware delay (in other words, the receiver code bias) is absorbed by the 

clock parameter (under the assumption that this bias is the same for all receiver 

channels), and thus the PPP code bias estimates are receiver-bias free (i.e., they are a 

direct measure of the satellite differential code biases). One can say that when computing 

differential code biases with the PPP approach, an implicit zero-mean condition is 

applied, by means of the receiver clock estimation. This effect applies when estimating 

the biases and also when using bias values for point positioning, which means that the set 
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of satellite biases used for positioning may have any mean value, as long as the 

differences among satellite biases is consistent. 

 

As a next step, I use the 10-day UNB3 dataset previously mentioned to determine the 

mean satellite P1-C1 code bias for each satellite for that whole period. Figure 4.7 shows 

the resulting satellite P1-C1 bias. 

 

 
Figure 4.7. Satellite P1-C1 code biases determined using the 10-day UNB3 dataset 

 

In order to have a an idea of how close these values are from an independent solution I 

have obtained CODE's monthly GPS P1-C1 DCB (differential code bias) solution (from 

the global IGS network) for October of 2007. The claimed uncertainties for this particular 

CODE DCB solution range from 0.06 cm to 0.36 cm. 

 

CODE has accounted for P1-C1 code biases since GPS week 1057 (beginning 9 April 

2000) by solving for satellite-specific differential (P1-C1) DCB parameters as part of the 
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clock estimation procedure. Their approach works as long as a mixture of data of cross-

correlation style receivers and modern receivers is processed. At present, between 30 and 

40 stations from a total of 80 stations used for the clock estimation may be related to a 

cross-correlation style receiver providing C1 and P2' code measurements [CODE, 2007]. 

The P2' code is the P2 code observed by a cross-correlation receiver and within CODE 

standard nomenclature it is called X2. 

 

The comparison between GAPS and CODE solutions is shown in Figure 4.8, where we 

can see that there is reasonable agreement between them. 

 

 
Figure 4.8. Comparison between P1-C1 satellite biases provided by CODE and computed with GAPS 

(using data from UNB3). 

 

Figure 4.9 shows the difference between these two solutions, in the sense of GAPS-

CODE, where the discrepancies are within about -15 cm and 15 cm. The RMS of the 

differences is 9 cm. 
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Figure 4.9. Difference between P1-C1 satellite biases provided by CODE and computed with GAPS (using 

data from UNB3). 

 

Even though the RMS obtained (9 cm) is not small when compared to CODE’s bias 

uncertainties, this agreement should still be regarded as very good, considering that we 

are estimating a bias set valid for nearly the whole GPS constellation with one single 

receiver, using data observed over 10 days. This means that CODE’s determination is 

done with roughly 240 times more data than what was used in the UNB3 determination, 

and using a well distributed worldwide network. 

 

Another aspect which should be mentioned is that, if we consider CODE DCB values as 

truth, GAPS’ estimated standard deviations are quite optimistic. Figure 4.10 shows the 

uncertainties (1-sigma) computed for GAPS, CODE, and the difference between the two 

solutions. 
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Figure 4.10. Estimated uncertainties for the two solutions and their difference. 

 

As it can be seen in the plot above (in which the y axis is in cm), the uncertainties 

estimated for the difference between the two solutions are quite a bit less than the actual 

computed differences (shown in Figure 4.9). 

 

In an attempt to obtain more meaningful estimates for the code biases, I have made an 

estimation with a number of different stations. The data which was used for this analysis 

is from the IGS L2C Test Network. There are two reasons for using this dataset: (1) Since 

this is an IGS network which was built for test purposes, this data, as of January 2007, 

was not supposed to be used for ongoing precise products generation. Therefore, it can be 

considered an independent data set when I compare GAPS’ results with CODE’s; and, (2) 

The data contains L2C observations, which will be used in the analysis of the next 

section. In next section more details about the L2C Test Network and the L2C signal will 

be given. The data used in this analysis was collected over the whole month of January 

2007. There is no particular reason for the choice of this time period, and in the future 
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other time periods should be investigated in further research. As of January 2007, the 

network was composed of the following receivers: 

 

Table 4.1. L2C Test Network stations (as of January 2007) 

Station Latitude 

(degrees) 

Longitude 

(degrees) 

BHAO 36.09 128.58 

GANP 49.02 20.19 

HRAC -25.53 27.41 

KOKC 22.07 -159.39 

MCMC -77.50 166.40 

NYAC 78.55 11.51 

OURI -22.95 -49.90 

PGC5 48.38 -123.27 

RIOP -20.79 -49.36 

ROSA -22.52 -52.95 

UNAC 40.03 -105.12 

UNB3 45.57 -66.38 

 

For two reasons, only a subset of 8 stations (GANP, HRAC, KOKC, MCMC, NYAC, 

PGC5, UNAC, and UNB3) was used in my analysis. The first reason is the availability of 

files in RINEX 2.11 format, which is supported by GAPS. The second reason is the data 

availability – there was data missing for some stations. 

 

Figure 4.11 shows the results of P1-C1 bias determination for each station/day. Each line 

represents the results for all PRN’s, computed from data from one station over one day 

(i.e., one line per station/day). It can be noticed that the agreement over the different 

days/stations is of several decimeters. As was previously shown, the bias determination 

made with data from one station on one day has an RMS of nearly one decimeter as 

compared with CODE’s published biases. 
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Figure 4.11. P1-C1 bias determination results for each station/day. 

 

Figure 4.12 shows the estimated uncertainties for each day/station, where it can be seen 

that they are mostly in the range of 3-5 cm. 

 

 
Figure 4.12. Estimated uncertainties for P1-C1 bias determined for each station/day. 
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Satellites from Block IIR-M (PRNs 12, 17 and 31) show a generally worse agreement 

(Figure 4.11) and uncertainty (Figure 4.12) because these results are affected by the 

untreated P2-C2 bias, and the impact of this is different for each station depending on the 

receiver P2-C2 bias value, and the availability of the IIR-M satellite over the day for this 

station. For these satellites, the observable C2 was used instead of P2, to allow the P2-C2 

bias determination which will discussed in the next section. As will be discussed later, at 

this point results for these satellites still have effects which have to be removed. 

 

The first great advantage of combining data from different stations is getting data at 

different elevation angles for a given satellite, mainly data at high elevation angles, which 

has less impact of effects such as multipath and residual neutral atmosphere delay errors. 

The second advantage is the possibility of averaging out part of the geometry-dependent 

effects, which include multipath, residual neutral atmosphere delay errors and residual 

orbit errors. Satellite clock error is not a geometry-dependent effect (i.e., it affects all 

stations in the same way), and thus it is not reduced with combination of more data – the 

only way to reduce its residual effects is using data over longer periods of time, under the 

assumption that the residual satellite clock error will behave as a zero-mean effect over 

long periods of time. Figure 4.13 shows the overall result for a unique P1-C1 bias 

determination using the whole 31-day period covered by this dataset, for each satellite. 
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Figure 4.13. GAPS-determined P1-C1 biases (white bars) and respective uncertainties (red error bars) for 

non-Block IIR-M satellites. 

 

In the plot above PRNs 12, 17 and 31 are missing for the reasons already explained. The 

shape of the bars is similar to the ones in Figure 4.7, with a few centimeter level 

differences. As can be noticed, the uncertainties are quite a bit smaller than the single 

day/station result uncertainties shown in Figure 4.11. The improvement in uncertainty is 

an expected effect from combining data and can be very easily understood by looking 

into basic error propagation laws. As before, all the computations were done following 

the equations shown earlier in this section. In order to verify the agreement between this 

solution and CODE’s solution, Figure 4.14 shows the comparison between them. 
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Figure 4.14. Comparison between P1-C1 determined with GAPS and CODE’s values. 

 

As before, there is a reasonable agreement between GAPS results and P1-C1 values 

provided by CODE. Figure 4.15 shows a plot with the differences in the sense GAPS-

CODE. The scale of the Y axis is the same as in Figure 4.9, which makes it easy to notice 

the improvement in agreement, when comparing the network bias determination with the 

single station determination. 

 

 
Figure 4.15. Differences between P1-C1 determined with GAPS and CODE’s values. 
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The RMS of these differences is 4.1 cm, which is more than two times better than the 

agreement reached with the single station approach. The maximum absolute discrepancy 

is 8.1 cm. All the discrepancy-related values are less than the uncertainty of code 

measurements themselves and therefore, taking into consideration the noise level of 

pseudoranges to which these biases would be applied, there is no statistical difference 

between these solutions. Nevertheless, we should take a look at the estimated uncertainty 

with respect to the actual discrepancies. Figure 4.16 shows the uncertainties of the GAPS 

solution, of the CODE solution, and of the difference between them. As in Figure 4.10, 

the unit of the Y axis is centimeters. 

 

 
Figure 4.16. Estimates uncertainties for P1-C1 bias solutions and their differences. 

 

As before, the uncertainties are optimistic and therefore are much less than the actual 

discrepancies. One thing which is interesting to notice is that the overall behavior of the 
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uncertainties is somehow similar between the two solutions, if some outlying satellites 

(e.g. PRN 7) are not considered. 

 

4.3. PPP-based P2-C2 code bias estimation 

The United States has started a modernization program to provide better service to Global 

Positioning System (GPS) users, with launches of modernized GPS satellites. The sub-

group of these new satellites is called Block IIR-M, where "R" stands for replenishment 

and "M" for modernized. In this modernization process, GPS has gained a new open civil 

signal (called L2C), centered on the L2 frequency. The first modernized satellite, for 

which PRN17 was assigned, was launched on 25 September 2005 and the new L2C 

signal from this satellite has been fully available since 15 December 2005. Even before 

PRN17 was placed in orbit, the L2C signal became an issue of worldwide interest to the 

GPS research communities. Currently L2C is being transmitted by six satellites: PRN17, 

PRN31, PRN12, PRN15, PRN29 and PRN07. Enhanced receivers capable of tracking the 

modernized GPS signal have been developed and provided by a number of 

manufacturers. The IGS has organized a network of L2C signal tracking stations which 

have been established in different places around the world. The role of projects involving 

the new signal is to analyze its quality, as well as the impact of its use for positioning and 

navigation. 

 

Until the end of 2005, only one code was broadcast on frequency L2, the encrypted 

military P2 code, and for this reason intra-frequency biases have never been an issue on 
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L2. With the launch of the first IIR-M GPS satellites, a second code started to be 

broadcast on L2, the L2C code (called C2 code in RINEX version 2.11 standard), where 

C stands for civil (thus, an open civil signal). Around the same time, many of the GPS 

receiver manufacturers started to produce and to put on the market receivers capable of 

tracking the L2C signal, which made this new observable a matter of interest for the GPS 

community. The International GNSS Service organized a network of continuously 

operating L2C-capable GPS receivers, called the L2C Test Network. These receivers are 

operated by a number of institutions all over the world. 

 

One of the aspects of the new code which has to be investigated is the bias between itself 

and the pseudoranges from P(Y) tracking, which will become necessary for L2C users 

when a reasonably full modernized satellite constellation is available, to allow 

positioning based on L2C rather than on L2P(Y) for certain satellites. The knowledge of 

the differential biases is a requirement for mixing different code types; otherwise the 

biases need to be estimated as parameters, what might not be desirable in certain cases. In 

this chapter we are presenting a determination of the P2-C2 satellite biases. This 

determination was made possible using data from the L2C Test Network, and a technique 

based on precise point positioning, which itself is another novel aspect of this work. 

 

One of the issues to be considered when dealing with the new signal is the impact of 

mixing L2C-capable and legacy receivers within a network, or processing data from an 

L2C-capable receiver with satellite clock values generated using a legacy receiver 

network. Because hardware delays of receivers and satellites for L2C measurements 
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(called C2 in the RINEX 2.11 standard) might not be necessarily the same of those for P2 

(pseudoranges based on semi-codeless L2 P(Y)-code tracking), a bias between P2 and C2 

code measurements must be considered when mixing observations from different signals 

and/or tracking techniques . This bias will be called here the P2-C2 bias, using the same 

standard nomenclature used for P1-C1 biases. Code biases are present in the receiver and 

the satellite hardware, but in a positioning scenario, receiver code biases are usually 

absorbed by the receiver clock parameter and do not need to be separately accounted for. 

In a scenario of network clock (receivers and satellites) estimation using mixed receiver 

types (e.g., legacy and L2C-capable), both receiver and satellite biases have to be 

considered as parameters in the observational model. 

 

Knowing these values allows us to begin using C2 code as an observable for positioning, 

applying satellite clock values computed using P2 as the observable on L2, as in the case 

of IGS clock products. The dataset used is the data observed by the IGS L2C Test 

Network. 

 

The L2C Test Network was created in an effort of the IGS to create a pool of data from 

globally distributed L2C-capable receivers. It has been established as voluntary 

contributors start to submit their data to be stored on the NASA Goddard Space Flight 

center CDDIS (Crustal Dynamics Data Information System) ftp server. L2C Test data 

can be accessed from <ftp://cddis.gsfc.nasa.gov/gps/data/l2ctest/>. 
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All receivers of this network are non-cross-correlation receivers reporting only C1 for the 

L1 frequency, which means the codes available in addition to L2C’s are C1 and P2. 

 

Following the same procedure used to derive Equation 4.4, we can now derive the 

observation equation of the iono-free code combination using C1 and C2 (or L2C-based) 

codes: 

 

( ) 2C2P
s

2C2P
r

1C1P
s

)2C,1C(if bbbdtdTcTRP −−− ⋅β+⋅β+⋅α+−++= ,      (4.13) 

 

where 1C1P
sb −  is the satellite P1-C1 bias, 2C2P

rb −  is the receiver P2-C2 bias, 2C2P
sb −  is the 

satellite P2-C2 bias and β  is one of the coefficients of the iono-free combination, as in 

Equation 4.4 – but now using C1 and C2 codes.  

 

The P2-C2 receiver bias term is not absorbed by the receiver clock parameter because 

L2C observables were available only for three satellites at the time of the data collection, 

and the consequence is that we are forced to use the other satellites to be able to provide a 

PPP solution, which means the receiver clock is absorbing the receiver P1-C1 bias only. 

We know that only P1-C1 biases are being absorbed by the clock because we actually 

force that, by giving more weight to legacy satellites than for modernized ones in the PPP 

solution. The satellite P1-C1 bias is present in this equation simply because no biases 

were applied to the observations prior to data processing. 
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In order to isolate the parameter of interest – the satellite P2-C2 bias, we used a zero-

mean condition for each station solution, which eliminates the receiver-dependent part of 

the bias. The satellite P1-C1 bias was taken care of by removing it using the values 

provided by CODE for January 2007. CODE’s determination can be used here since its 

consistency with our approach has been checked, as shown in the previous section. 

 

After eliminating the biases which are not of interest for this analysis, it is possible to 

create the pseudo-observable for the P2-C2 bias, as done for P1-C1, as follows: 

 

2C2P)2C,1C(if b'P
~

−⋅β= .           (4.14) 

 

The bias estimate can be computed using the same procedure, by least squares technique, 

as shown in Equations 4.11 and 4.12. 

 

Figure 4.17 shows the values obtained for several solutions for different receivers on 

different days (not in any specific ordering) with their respective uncertainties. It is 

possible to notice that the range of the estimated biases for the three satellites is usually 

small, considering the estimated uncertainties, which overlap each other in many cases. 

There is some variation on the behavior of the biases, whose reason is likely the 

difference in the satellite geometry depending on the location of each station. As shown 

before in Figure 4.12, differences of determination by different receivers might get up to 

around 2 decimeters, what means the use of a network of receivers reasonably distributed 

is crucial for obtaining meaningful estimates. Another indication of this which was 
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shown earlier was the clear decrease (more than 2 times) of the P1-C1 bias RMS when 

estimating them using a network rather than a single receiver. 

 
Figure 4.19. Results of the P2-C2 satellite bias determination for several days and stations. 

 

Table 4.3 shows the overall results obtained for the satellite P2-C2 biases and respective 

standard deviations. 

 

Table 4.3. P2-C2 satellite biases. 

PRN Bias (cm) Std. dev. (cm) 

12 -3.8 1.9 

17 9.0 1.7 

31 -6.5 1.6 

 

Table 4.3 shows that the range of the determined values is reasonably small if compared 

to the range of the P1-C1 biases. P2-C2 biases determined for PRNs 12 and 31 showed to 

be not statistically distinguishable, still reasonably different from PRN17. There have 

been two other determinations for P2-C2 biases. The first published determination was 

made in Leandro et al. [2007] (2). Later in the same year, al-Fanek et al. [2007] also 
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published results for these quantities (3). Table 4.4 shows the biases and their 

uncertainties for these three determinations ((1) to (3), respectivelly). The zero-mean 

condition was applied to all determinations. 

 

Table 4.4. P2-C2 satellite biases. 

PRN  Bias (cm) Std. dev. (cm) 

12 

1 -3.8 1.9 

2 -6.0 6.0 

3 -12.6 - 

17 

1 9 1.7 

2 11.7 8.1 

3 11.3 - 

31 

1 -6.5 1.6 

2 -4.7 7.1 

3 1.3 - 

 

al-Fanek et al. [2007] didn’t provide uncertainties for their determination, however they 

mention a stability of 2 cm over a two-week period. In order to asses this number, one 

should have in mind that their determination was evaluated with two receivers, sharing 

the same antenna. As previously shown in this work, estimates coming from the same 

station (i.e., similar geometry) are likely stable over time (see e.g. Figure 4.5) to a few cm 

level. This does not mean that this estimation has centimeter level accuracy, although 

they usually have a good precision. Another interesting point is that in their work, al-

Fanek et al. [2007] used a simulator-receiver setup to determine and later remove the 

receiver-dependent P2-C2 bias, however one should have in mind that the biases, as 

treated here, really refer to the whole setup of antenna, pre-amplifier, cables and receiver, 

therefore perhaps values coming from their determination are not truly comparable to 

mine. Even then, the differences between my determination (1) and determination (3) are 
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less than 10 cm and might well be caused by the fact that in (3) only one station (two 

receivers, but one single antenna) was used for the estimation. 

 

As can be seen, P1-C1 biases of the three modernized satellites are reasonably similar, a 

similar characteristic to what we have detected for the P2-C2 biases. We can also see that 

these values are different from zero, even though small. This happens because they were 

determined in conjunction with the P1-C1 biases of all satellites, which causes the 

increase in the range of bias values, as can be seen in Figure 4.2. 

 

When looking into the differences between solutions (1) and (2), we can see that the 

biases are different by around 2-3 cm, which is very reasonable when compared to the 

uncertainties of the biases, mainly the ones from (2). 

 

4.5. Chapter remarks 

In this chapter, I presented a new technique to estimate satellite differential code biases 

based on PPP. A comparison of estimated satellite P1-C1 biases with a monthly CODE 

solution showed an overall agreement of around 9 cm and 4 cm, for a single station and a 

network of stations, respectively. 

 

Satellite P2-C2 differential code biases were also estimated (for PRN12, 17 and 31 

modernized satellites). Bias values of two satellites (PRN12 and PRN31) are very similar, 

but different from PRN17 by around 12-15 cm. As more modernized satellites are 
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launched, this situation might change, which means that if new satellites have different 

values for their P2-C2 biases, the range of the differential biases will increase, forcing the 

values to be farther from zero, in case a zero-mean condition is used. 

For future research, I suggest work on different validation procedures, maybe with 

different sources and a larger dataset. Also, activities should be established to keep 

tracking the bias value behaviors as new modernized satellites are launched, as well as 

tracking the behavior of these values over time. 

.
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5. Code multipath and noise estimation with PPP 

 

In this chapter I discuss another special capability of GAPS, designed to provide 

estimates of code multipath plus noise (i.e., un-modeled errors). In addition to describing 

and analyzing the technique, I will briefly discuss another technique which can be used 

for the same purpose, which has been described in Langley [1998] and has been widely 

used by the scientific community as one of the utilities of the TEQC software 

[UNAVCO, 2007]. A comparison between GAPS’ and TEQC’s estimate is done. I also 

present results from a case study involving L2C data quality analysis. The estimation of 

code biases shown in the previous Chapter can be actually seen as a byproduct of a code 

multipath plus noise estimation process. This is because of one of the main characteristics 

of the multipath plus noise estimation technique presented here - the average effect is not 

lost since it does not directly depend on phase ambiguities. 

 

5.1. Iono-free code multipath plus noise estimates 

The derivation of the PPP-based code multipath plus noise estimation approach is 

actually very simple, since many of the aspects involved in it were already discussed in 

other Chapters. In order to understand the derivation of the multipath plus noise (M+N) 

estimates, we should start with the simplified code measurement equations, similar to the 

ones used in Chapter 2 (Equations 2.3 and 2.4): 
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( ) 111,s1,r1 EMHDHDITdtdTcRP ++−+++−+= ,         (5.1) 

 

and 

 

( ) 222,s2,r2 EMHDHDITdtdTcRP ++−+γ++−+= ,         (5.2) 

 

where all the elements of the equations above have been already described in Chapter 2. 

In this chapter we are interested in getting an estimate of the multipath and noise (i.e., 

other un-modeled errors) present in the equations above, i.e., 11 EM +  for P1 (or C/A) and 

22 EM +  for P2. The equations of this chapter will show the un-modeled error term as E  

to maintain the consistency with other Chapters, even though I will refer to the 

combination of multipath and other errors as multipath plus noise (M+N) in the text. In 

order to isolate these elements, it is necessary to know all the others, i.e., receiver 

coordinates, satellite coordinates, receiver clock error, satellite clock error, neutral 

atmosphere delay, ionospheric delay, and receiver and satellite hardware delays. In the 

approach I am going to explore here, we separate these terms using the knowledge of 

most of the other elements in equations 5.1 and 5.2, which is achieved by using precise 

orbits and clocks. As an alternative to the knowledge of all these effects, they can be 

eliminated by means of a particular combination between code and phase measurements, 

such as the one shown by Langley [1998]. The drawback of doing so is that a bias term is 

introduced in the equation. This is because the code measurements (P1 or P2) is 

combined with a particular phase combination (L1 and L2) in which the ionospheric 
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delay and the geometric effects are the same as in the code measurements (divergence-

free phase combination), thus all terms can get eliminated, besides code and phase 

multipath, noise, hardware delays and phase ambiguity. 

 

To introduce the derivation of multipath plus noise within the PPP package, we start 

considering the iono-free code combination: 

 

( ) ififif,sif,rif EMHDHDTdtdTcRP ++−++−+= ,         (5.3) 

 

where the first order ionospheric delay does not exist. Higher order terms of the 

ionospheric delay are part of ifE  in this case. The big disadvantage of this observable, in 

the scope of this chapter, is that we are no longer able to distinguish between L1 and L2 

multipath and noise. Another aspect of the equation above is that satellite hardware 

delays can be easily accounted for by using the same observable types as the ones used 

for the satellite clock generation (which is usually done using an iono-free combination 

too), or alternatively applying code bias corrections (as discussed in more detail in 

Chapter 4). If satellite code biases are adequately accounted for in a consistent manner 

for all satellites, the receiver hardware delay will consequently be absorbed by the 

receiver clock parameter (as discussed in Chapter 2). Therefore, assuming that satellite 

code biases are adequately handled, we can use a further simplified equation for the iono-

free pseudorange: 
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( ) ififif EMTdtdTcRP +++−+= ,           (5.4) 

 

where the hardware delay terms were dropped. The iono-free code multipath and noise 

observable can be easily derived from equation 5.4 rearranging it, as: 

 

( )[ ] ififif EMTdtdTcRP +=+−+− .           (5.5) 

 

Looking at the equation above it is possible to notice that the multipath and noise 

estimate consists of the non-modeled effects on the PPP model. From this fact, it is 

possible to have an idea of what are the effects contributing for the “noise” estimate. 

Some of these are receiver noise, residual neutral atmosphere delay, residual satellite 

orbit and clock error, residual receiver clock error, residual code bias errors and so on. 

Some of these effects, such as residual clock errors, are very small (1-2 cm – if precise 

satellite clocks are used) if compared to the magnitude of the effects of interest in this 

case (i.e., code multipath at low elevation angles). However, in cases in which the 

satellite is at very high elevation angles, when the contribution of multipath is very small, 

these other previously mentioned sources of error might have a non-negligible 

contribution to the multipath and noise estimates. Another aspect which has to be taken 

into account is that we might have systematic components affecting the estimate of M+N 

due to some of the residual effects aforementioned. This is the case of the residual neutral 

atmosphere delay, which in PPP is modeled as a zenith delay parameter mapped to the 

slant direction using a mapping function (see Chapter 2). Error magnitudes which are 

reasonably small for the zenith delay parameter, might become significant factors when 
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mapped to low elevation angles (for more details on neutral atmosphere modeling please 

refer to Chapter 7), or in cases of an asymmetric atmosphere it might be not possible to 

reasonably model it using a zenith delay parameter plus a symmetric mapping function. 

 

Another aspect that should be pointed out is that it might not be possible to provide 

reliable M+N estimates during the first several minutes (up to around 120 minutes 

depending on the case, according to my experience) of observation, because the PPP 

parameters used in Equation 5.5 might not have been converged to stable, precise values. 

This might be the case of receiver coordinates, receiver clock error, and zenith neutral 

atmosphere delay. Using a station with known position, and constraining this position 

before processing the data, considerably helps to reduce this convergence time, to a few 

minutes. 

 

Figure 5.1 shows the iono-free code multipath plus noise (M+N) estimates for PRN 10, 

as observed at station UNBJ, on DOY 134 of 2007. The upper plot shows the M+N 

estimates, and the lower plot shows PRN 10 elevation angle. 
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Figure 5.1. Iono-free code multipath plus noise estimates for PRN 10, station UNBJ. 

 

It is possible to notice that, during this satellite pass, the noise level is less at high 

elevation angles, and more when the satellite is observed at lower elevations. If we look 

at different satellites for station UNBJ over one day, it is possible to understand how the 

noise level varies with respect to elevation angle and azimuth. Figure 5.2 shows the code 

M+N level (represented by color, in meters) for station UNBJ over 24h on DOY 134 of 

2007. It is possible to notice that in this case the noise level varies mainly with respect to 

elevation angle. It is also possible to notice that depending on the azimuth, the signal 

starts to be tracked at lower or higher elevation angles (the data processing elevation 

angle mask was set to zero in this case). This is probably caused by obstacles that exist 

around the station at certain directions and prevent from a near zero elevation angle 

satellite view. 
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Figure 5.2. Iono-free code M+N for station UNBJ, on DOY 134 of 2007. 

 

In Figure 5.3 we can see the variation of the iono-free code M+N with respect to 

elevation angle only. As already mentioned, the noise level is higher at lower elevation 

angles, as expected. 

 
Figure 5.3. Iono-free code M+N with respect to elevation angle for station UNBJ, on DOY 134 of 2007. 

 

 

Although using the iono-free code M+N estimate does not allow to assess measures of 

M+N for L1 and L2 frequencies separately, it provides an estimate which has very close 

relationship to the quality of the measurements used in PPP, since iono-free combination 
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is in general the preferred combination for stand-alone positioning. Later in this chapter I 

will discuss an application of iono-free code M+N estimates, for L2C signal analysis. 

Before that I will discuss the derivation of L1 and L2 M+N estimates in the next section. 

 

5.2. L1 and L2 code multipath plus noise estimates 

In this section we will explore the estimation of M+N values for the two frequencies 

separately, starting from the two simplified pseudorange equations (similar to (5.1) and 

(5.2)) below: 

 

( ) 111,s1,r1 EMHDHDITdtdTcRP ++−+++−+= ,          (5.6) 

 

and 

 

( ) 222,s2,r2 EMHDHDITdtdTcRP ++−+γ++−+= ,        (5.7) 

 

The idea of subtracting known effects from the pseudorange measurements is still the 

same, so we can rearrange L1 and L2 equations, similarly to what was done in (5.5): 

 

 

( )[ ] IEMHDHDTdtdTcRP 111,s1,r1 +++−=+−+− ,         (5.8) 

 

and 
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( )[ ] IEMHDHDTdtdTcRP 222,s2,r2 γ+++−=+−+− .         (5.9) 

 

As it can be noticed, there are still two types of effects present on the right-hand side of 

the equation, which are the ionospheric delay and hardware delay biases. The biases 

(hardware delays) are still present because we are using satellite and receiver clocks 

solution which are based on iono-free combination (the reason why they are gone in the 

iono-free estimation case). As it was explored in Chapter 3, GAPS has a built-in 

ionosphere estimation engine. This means that we can use the ionospheric delay 

estimated values into the code M+N estimation engine, since all of these engines are 

integrated inside GAPS. This allows us to further rearrange the equations above to: 

 

( )[ ] 111,s1,r1 EMHDHDITdtdTcRP ++−=++−+− ,       (5.10) 

 

and 

 

( )[ ] 222,s2,r2 EMHDHDITdtdTcRP ++−=γ++−+− .       (5.11) 

 

The hardware delay biases are still present on the right-hand side of the equation. In order 

to handle them GAPS assumes they are stable over time, i.e., they are constant. Given 

this assumption it is possible to eliminate them from the M+N estimates by removing 

their mean values: 
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( )111,s1,r111,s1,r11 EMHDHDmeanEMHDHD'E'M ++−−++−=+ ,      (5.12) 

 

and 

 

( )222,s2,r222,s2,r22 EMHDHDmeanEMHDHD'E'M ++−−++−=+ ,     (5.13) 

 

which implies that the estimates are related to the variation of the M+N around their 

mean: 

 

( )111111 EMmeanEM'E'M +−+=+ ,         (5.14) 

 

and 

 

( )222222 EMmeanEM'E'M +−+=+ ,         (5.15) 

 

under the assumption that the hardware delay biases are constant, i.e.: 

 

( )1,s1,r1,s1,r HDHDmeanHDHD −=− ,         (5.16) 

 

and 
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( )2,s2,r2,s2,r HDHDmeanHDHD −=− .         (5.17) 

 

Figure 5.4 shows the estimates of L1C and L2P(Y) code M+N (given by equations 5.12 

and 5.13) for PRN10 as observed at station UNBJ, on DOY 134 of 2007. 

 

 
Figure 5.4. L1C and L2P(Y) code M+N for PRN10, station UNBJ, on DOY 134 of 2007. 

 

As shown in Figure 5.4, the L2P(Y) code M+N values look to be in general higher than 

L1C ones, with the exception of a short period slightly before 12 h. The standard 

deviation for each code is 0.42 m and 0.71 m, for L1C and L2P(Y), respectively. 

 

5.3. Comparison with TEQC 

In order to have an idea on wether GAPS’ M+N estimates are realistic, they will be 

compared to results from another piece of software: TEQC. TEQC software provides 

what it is referred to as MP1 and MP2 estimates. These estimates are done by removing 

geometric and ionospheric effects from code measurements making use of a particular 
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combination of dual-frequency carrier-phase. The result is the code multipath plus noise, 

added by carrier-phase multipath plus noise, ambiguities, and biases (e.g. hardware 

delays). The constant part (ambiguities and biases) are removed by reducing the estimates 

to a zero-mean process, in similar way as in equation 5.13. The technique used by TEQC 

is actually based on the same code and carrier combination described in Langley [1998], 

and a more detailed description of TEQC algorithm can be found in Estey and Merteens 

[1999]. Figure 5.5 shows MP1 and MP2 estimates provided by TEQC for the same data 

set used for Figure 5.4 (PRN10, station UNBJ, on DOY 134 of 2007). 

 

 
Figure 5.5. L1C (MP1) and L2P(Y) (MP2) code M+N estimates using TEQC, for PRN10, station UNBJ, 

on DOY 134 of 2007. 

 

The standard deviation for L1C and L2P(Y) is 0.45 m and 0.70 m, respectively. These 

values are similar to the ones estimated with GAPS (0.42 m and 0.71 m, respectively). 

The results from GAPS and TEQC are different, as expected, because of what these two 

estimates represent are slightly different. While TEQC estimates are a measure of the 

code multipath plus noise, plus the divergence-free carrier-phase multipath plus noise, 
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GAPS estimates are a measure of code M+N plus un-modeled effects on the 

pseudorange. This means that with GAPS we are measuring a composite of the quality of 

the observation and of the observation model. Both techniques provide measures of code 

M+N, however, the definition of the noise component “N” is slightly different. 

Nevertheless, being multipath and receiver noise major contributions to these two types 

of estimation, the results are somehow similar. Figures 5.6 and 5.7 show a comparison 

between GAPS’ and TEQC’s M+N estimates (PRN10, station UNBJ, on DOY 134 of 

2007), zooming in the middle of the satellite arc (with lower noise level) and in the 

beginning of the arc (higher noise level), respectively. 

 

 
Figure 5.6. L1C (MP1) and L2P(Y) (MP2) code M+N estimates using TEQC, for PRN10, station UNBJ, 

on DOY 134 of 2007. 
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Figure 5.7. L1C (MP1) and L2P(Y) (MP2) code M+N estimates using TEQC, for PRN10, station UNBJ, 

on DOY 134 of 2007. 

 

 

As it can be seen, although the values computed with the two different techniques are not 

exactly the same, the behavior of the M+N time series follows a similar pattern. In Table 

5.1, we can see a comparison of the M+N values computed for each GPS satellite, as 

observed at UNBJ, on DOY 134 of 2007. 
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Table 5.1. Multipath plus noise values computed for each satellite observed by UNBJ station. 

 L1C M+N L2P(Y) M+N Maximum 

PRN GAPS TEQC GAPS TEQC el. angle 

 (m) (m) (m) (m) (degrees) 

1 0.65 0.65 0.85 0.83 87 

2 0.38 0.39 0.51 0.55 80 

3 0.47 0.48 0.72 0.73 77 

4 0.37 0.41 0.60 0.60 80 

5 0.55 0.60 0.86 0.84 50 

6 0.53 0.56 0.72 0.74 44 

7 0.54 0.57 0.75 0.78 39 

8 0.60 0.66 0.80 0.85 59 

9 0.65 0.65 1.02 0.96 69 

10 0.42 0.43 0.71 0.67 83 

11 0.44 0.45 0.67 0.70 71 

13 0.51 0.59 0.77 0.78 48 

14 0.45 0.46 0.66 0.68 80 

16 0.50 0.50 0.63 0.61 88 

17 0.44 0.44 0.49 0.54 81 

18 0.45 0.43 0.62 0.65 90 

19 0.59 0.59 0.83 0.85 83 

20 0.49 0.50 0.73 0.80 44 

21 0.64 0.71 0.98 0.96 66 

22 0.59 0.59 0.80 0.76 79 

23 0.52 0.58 0.73 0.74 57 

24 0.77 0.73 1.18 1.07 53 

25 0.59 0.58 0.90 0.90 79 

26 0.59 0.58 1.01 1.01 83 

27 0.63 0.66 0.78 0.77 64 

28 0.55 0.56 0.93 0.88 82 

29 0.64 0.63 0.94 0.94 79 

30 0.58 0.64 0.85 0.87 56 

31 0.42 0.47 0.48 0.53 78 

32 0.61 0.64 0.73 0.77 67 

ALL 0.54 0.56 0.81 0.84 - 

 

 

From the table above, it is possible to see that the M+N values computed for each 

satellite using GAPS and TEQC are quite similar with differences mostly at the cm-level. 

The overall (i.e., computed from data of all satellites) L1 and L2 values for UNBJ 

(represented by “ALL” in the table) are also similar. It is also possible to notice that the 

values provided by GAPS are systematically slightly lower than TEQC’s. This effect 

might be due to the fact that GAPS uses only observations which have passed on 
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previous quality control tests, such as outliers detection, and thus it unlikely uses 100% of 

the observations. The screened out observations are usually the ones with more un-

modeled errors. In Figure 5.8, the histograms show the differences between values 

estimated with GAPS and TEQC for each satellite (in the sense of GAPS-TEQC). Please 

note that the vertical ranges are different for each plot. 

 

 
Figure 5.8. L1C (MP1) and L2P(Y) (MP2) code M+N estimate differences in the sense GAPS-TEQC for 

station UNBJ, on DOY 134 of 2007. 

 

 

The RMS of the differences shown above is 3 cm, for both L1C and L2P(Y) codes, what 

leads us to the conclusion that, despite the differences between the two techniques, they 

provide measures of L1 and L2 multipath plus noise estimates with a consistency of 

better than 5 cm (when compared against each other) for this data set. 
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5.4. Analysis of L2C code quality 

In this section, an investigation of the quality of the L2C code measurements is presented. 

Preliminary analyses in this area have been previously made, such as in Sükeová et al. 

[2007]. In this analysis I am working with the iono-free code M+N estimates, making a 

comparison between values estimated from the combined L1C and L2P(Y) codes, and the 

combined L1C and L2C codes. The dataset used in this section is from station UNB3, 

which uses a Trimble NetR5 receiver. The main reason for using that station is the fact 

that the NetR5 receiver has the advantage of tracking simultaneous L2C and L2P(Y) 

signals. This characteristic is fundamental for the analysis of the possible improvements 

brought by the use of L2C, since the legacy and modernized signals are observed under 

the exact same conditions. University of New Brunswick has even made data available 

containing simultaneous observations of carrier phase, code, and signal-to-noise ratio for 

the two signals. This was possible by using a specific in-house station setup, plus the 

capability of creating files in RINEX 3.0 format (in fact UNB3 was, to the best of my 

knowledge, the first station to have data available in that format) [Langley and Leandro, 

2007]. 

 

As mentioned in Chapter 4, GAPS was modified in order to be capable of processing 

L2C data. The M+N computation equation for L2P(Y) is identical to equation 5.5, 

written as: 

 

( )[ ] )Y(P2L,if)Y(P2L,if2P2P2P2P)Y(P2L,if EMTdtdTcRP +=+−+− .      (5.18) 
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However in case of the L2C-based measurements, the unknown L2C-related bias has to 

be considered. Because of this, (5.18) should be rewritten for the L2C case as: 

 

( )[ ] SR
2C2PC2L,ifC2L,if2C2C2C2CC2L,if BEMTdtdTcRP −

−⋅β++=+−+− ,      (5.19) 

 

where SR
2C2PB −

−  is the receiver-satellite differential P2-C2 code hardware delay (P2 and C2 

are RINEX v2.11 nomenclature for L2P(Y) code and L2C code, respectively), and β  is 

the L2 iono-free combination coefficient, where: 

 

2
2

2
1

2
2

ff

f

−
=β ,            (5.20) 

 

and, 1f  and 2f  are the L1 and L2 frequencies, respectively. In equations 5.18 and 5.19 the 

terms inside brackets have subscripts “P2” and “C2” to differentiate which kind of 

determination they come from. 

 

As mentioned earlier, one of the effects which might be an object of concern for the un-

modeled errors term (E) is the residual neutral atmosphere. It is important to have in mind 

that there are simultaneous measurements of (5.18) and (5.19), thus these observations 

are subject to the exact same conditions. Since we know that for high elevation angles 

there is very low impact of multipath and residual atmosphere, it is possible to use (5.18) 

and (5.19) above a certain elevation angle threshold (in this analysis I have neglected the 

first and last 10 minutes of data in each satellite pass – this time interval was determined 
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empirically for the particular data set which was used) to derive an estimate of the 

receiver-satellite bias combination, by combining equations 5.18 and 5.19: 

 

( )[ ]{ } ( )[ ]{ } SR
2C2P2C2C2C2CC2L,if2P2P2P2P)Y(P2L,if BTdtdTcRPTdtdTcRP −

−⋅β=+−+−−+−+− ,     (5.21) 

 

or 

 

( ) ( ) SR
2C2P)Y(P2L,if)Y(P2L,if

SR
2C2PC2L,ifC2L,if BEMBEM −

−
−
− ⋅β=+−⋅β++ .      (5.22) 

 

Figure 5.9 shows the values for ( )SR
2C2PC2L,ifC2L,if BEM −

−⋅β++  and ( ))Y(P2L,if)Y(P2L,if EM +  for 

PRN 17 (Station UNB3, DOY 358 of 2007). 

 

 
Figure 5.9. Code residuals for C2- and P2-based iono-free code observations. 
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Figure 5.10 shows the values computed for the bias combination SR
2C2PB −

−⋅β , epoch by 

epoch (black) and the mean value (red line) computed for it (same data as Figure 5.9), 

which is around -41 cm for PRN 17. 

 

 
Figure 5.10. Receiver-satellite C2-P2 bias combination derivation. 

 

After the receiver-satellite bias combination is accounted for, it is possible to compute the 

difference between the two code types in terms of un-modeled errors (which would be 

very similar to Figure 5.10, but shifted to have a zero-mean). Similarly, this comparison 

could also be made by means of the raw measurements. However, there is a major 

advantage in using GAPS M+N estimates rather than raw measurements. This is due to 

the fact that besides providing the magnitude of differences, the M+N estimates also 

allow us to determine which of the two code types is providing better results, since better 

measurements should provide smaller noise values. Other information, which can be 

derived only from these estimates, is the relative order of magnitude of the differences, 

with respect to the noise level itself, which tells us whether the differences are actually 
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negligible with respect to the noise or not. Figure 5.11 shows the two types (C2- and P2-

based) of iono-free code M+N estimates for station UNB3, DOY 358 of 2007, with 

respect to elevation angle, for Block IIR-M satellites. 

 

 
Figure 5.11. C2- and P2-based iono-free pseudorange residuals. 

 

From the plot above, it is possible to see that, down to elevation angles of around 10 

degrees, there is a very small difference between the spread of the residuals obtained 

using C2 or P2 codes. This means that, above 10 degrees, elevation angle both code types 

should provide results with a similar quality level. When we look at residuals at 10 

degrees and below, it is clear that there are many more C2-based samples than P2-based 

samples. This is because L2C code typically can be tracked to lower elevation angles 

than L2P(Y) code. Besides that, the few samples of P2-based residuals below 10 degrees 

seem to have a somewhat worse quality than C2-based ones. This can be more clearly 
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seen in Figure 5.12, which shows the rms of the residuals of Figure 5.11 for each 

elevation angle bin (for every 10 degrees). 

 

In Figure 5.12, it can be noticed that down to the 20-30 degrees bin there is virtually no 

difference between C1/P2 and C1/C2 residuals rms. There is a small difference for bin 

10-20, of around 25 cm, and a big difference (about 1.5 m) in the rms for the 0-10 

degrees bin. 

 

 
Figure 5.12. Rms of Figure 5.11 residuals for different elevation angle bins. 

 

These plots lead us to the conclusion that for elevation angles above 10 degrees, the use 

of L2C does not bring any big advantage over the use of L2P(Y) code in terms of M+N 

level. It should be noted that this conclusion is valid only for situations when a 

reasonably clear sky is available. Surveys made in high multipath environments (such as 

under tree canopies or in urban areas) where there are potentially many losses of lock, 

might lead to different conclusions. Nevertheless, for lower elevation angles there is a 



 

145 

 

sensible difference in M+N level, as well as a larger number observations realized when 

L2C is used. 

 

5.5. Chapter remarks 

In this chapter I presented a technique to derive code multipath plus noise estimates using 

a PPP engine. These estimates can be derived from the iono-free code combination, as 

well as from observation on each individual frequency. The main difference between 

these two types of derivations (iono-free or frequency dependent) are that in case of 

single frequency (1) it is necessary to use a ionospheric model, such as the implemented 

in GAPS; and (2) differential code biases need to be accounted for. 

 

In a comparison of GAPS’ and TEQC’s code M+N estimates for L1C and L2P(Y), an 

agreement of better than 5 cm was found, with estimates from GAPS being 

systematically slightly less than from TEQC. A potential reason for this is the fact that 

GAPS provides M+N estimates for the observations which were actually used in the PPP 

engine, and thus the data is already cleaned from high un-modeled effects (PPP-wise). 

 

In an analysis of iono-free code M+N estimates using L2C and L2P(Y) measurements it 

was possible to arrive at the conclusion that even though L2C tracking is more robust 

than L2P(Y), the noise level of both signals tracked under the same conditions is about 

the same. Therefore we should expect that the major advantages of using L2C happen in 
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environments where satellite tracking is difficult, such as in urban areas and under 

canopies, which is a recommendation for future investigations. 
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6. Single-receiver satellite pseudo-clock estimation 

 

In this chapter I will briefly discuss the possibility of estimating satellite pseudo-clock 

information from a single station and the usefulness of doing so. I will use the term 

“pseudo” for the PPP-derived satellite clocks because unlike satellite clocks estimated 

from networks, effects such as residual neutral atmosphere delay, multipath, residual 

orbit errors and others are strongly present in the data, since they cannot be mitigated or 

averaged out to a certain degree such as when station networks are used. The discussion 

will be carried out in terms of concepts, rather than results and validation procedures. The 

idea of estimating satellite-related information with a single reference station is not new, 

since it is the basis of relative GPS positioning techniques. The different aspect 

introduced here is to use a PPP engine to derive the satellite pseudo-clock, which can be 

used for positioning by another receiver. One advantage in estimating satellite clock 

information rather than directly using reference station data is clear: the same satellite 

clock values can be used for both carrier-phase and pseudorange measurements (in 

relative GPS, it would be necessary to have the two types of observations from the 

reference station to perform between-station differences for code and carrier). Therefore, 

using single-station derived pseudo-clocks might be advantageous in terms of 

communication and data-transfer bandwidth. Another interesting aspect is that the use of 

reference-station-derived pseudo-clocks for positioning is a procedure similar to relative 

GPS and therefore it might be an important key in allowing the integration of PPP and 

local-structure-based positioning techniques, as these different positioning technologies 
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develop and/or converge. The technique can be also used for continued clock generation 

in case of clock data outage, using one station. As mentioned earlier, one of the main 

effects present on these single station pseudo-clocks is the neutral atmosphere delay. This 

effect could be mitigated if a reliable source of a-priori delays could be used. This could 

be the case of using numerical weather models to feed the pseudo-clock generation. The 

pseudo-clock technique would then be reasonably more accurate, and could be used as 

part of more complex clock estimation processes. 

 

6.1. Derivation of the satellite pseudo-clocks 

The first aspect which should be mentioned here is that the main observation to be used 

in this estimation is the iono-free carrier-phase measurement, which can be represented in 

a simplified way as: 

 

( ) ifififififif emc'NTdtdTcR ++−λ++−+=Φ ,          (6.1) 

 

where all terms have already been described in Chapter 2. Since we are interested in the 

satellite clock, we might rearrange the equation as follows: 

 

( ) ifififififif em'NdtdTcTRc ++λ+−=−−+Φ .          (6.2) 

 

The equation above tells us that the carrier-phase observations are being corrected for 

effects such as body tide, satellite and receiver antenna phase center, phase wind-up, and 
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others ( ifc ) – all discussed in chapter 2. Also, the receiver and satellite positions are 

considered to be known ( R ) as well as the neutral atmosphere delay ( T ). 

 

The neutral atmosphere delay is an object of concern, because it would be very difficult 

to compute a zenith delay parameter with a single receiver without having precise 

satellite clock information before hand (which, in this case, we do not have). In order to 

account for the neutral atmosphere delay, I will use the delays predicted using the 

UNB3m model (discussed in Chapter 7), which means we will have to consider that there 

is a residual neutral atmosphere delay effect on the estimated clocks. Satellite orbits are 

also not perfectly known and thus orbit residual errors will also be present in the 

estimated values. This is one of the drawbacks in estimating satellite clocks with a single 

receiver: the strong presence of residual effects that cannot be neglected, which is one of 

the reasons why I am calling these estimates “pseudo-clocks” rather than “clocks”. 

 

Equation 6.3 shows the same terms as equation 6.2 joined by the explicit residual error 

terms for orbits ( Rδ ) and neutral atmosphere ( Tδ ), and with the subscript zero for orbits 

and neutral atmosphere delay to indicate they are approximate values: 

 

( ) ifififif00ifif emTR'NdtdTcTRc ++δ+δ+λ+−=−−+Φ .         (6.3) 

 

There are still some terms which require some attention in equation 6.3. Carrier-phase 

multipath plus noise ( ifif em + ) is an effect which is not mitigated at all in the scope of this 

analysis, so they are fully present in the satellite pseudo-clock estimations. The receiver 
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clock term ( dT ), like the neutral atmosphere delay, cannot be accurately determined from 

the observations of a single station without the knowledge of precise satellite clocks. 

Therefore it is another term which will be present in the estimated satellite pseudo-clocks. 

In principle, this is not a problem because as long as this is an effect which equally 

affects all satellites, whenever this pseudo-clock solution is used for positioning this 

effect will be absorbed by the remote receiver clock parameter. Last, but not least, the 

ambiguity term ( if'N ) is one more term which cannot really be determined during the 

pseudo-clock derivation process. This does not constitute a problem in using the pseudo-

clocks for positioning with carrier-phase measurements since it would be absorbed by the 

carrier-phase ambiguity parameter. However, that would not work for pseudorange 

measurements, since they do not have ambiguity terms related to them. This means that 

in order to use the pseudo-clocks for pseudorange measurements, the ambiguities have to 

be somehow removed (not necessarily totally eliminated) from the estimates. If the 

ambiguities are not removed from the pseudo-clock estimates, there will be biases 

(different for each satellite) on the clocks of similar magnitude as values of the carrier-

phase ambiguities themselves. These biases could be harmful for positioning since these 

quantities could reach values much higher than the uncertainty of the pseudorange 

measurements in the positioning filter. 

 

One simple way to remove the carrier-phase ambiguities from the pseudo-clock estimates 

is using a combination of code and carrier to come up with an approximate value for the 

ambiguity, such as shown below: 
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ifififififififif EMem'NP −−++λ=−Φ .           (6.4) 

 

This equation can be used for estimating an approximate value for the ambiguity, though 

infected by carrier-phase, code multipath and other errors. Some of these errors might be 

mitigated by creating an estimate based on observations made over given periods of time 

up to a complete satellite pass. However using complete satellite passes would be feasible 

only for post-processing applications. It is important that this approximate ambiguity 

does not change over time; otherwise, it will not be absorbed by the ambiguity parameter 

at the remote positioning site. Assuming we have an ambiguity approximation (given by 

equation 6.4) to be used, we can re-write equation 6.3 as: 

 

( ) ifififif0,ifif00ifif emTR'NdtdTc'NTRc ++δ+δ+δλ+−=λ−−−+Φ ,       (6.5) 

 

where we can see on the right-hand side all components of the estimated satellite pseudo-

clock values. Note that like the geometric distance and neutral atmosphere, the 

approximate ambiguity term has the subscript zero, and the right hand side of the 

equation has the residual ambiguity term ( if'Nδ ). In next section I show an example of the 

generation and use of pseudo-clocks. 
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6.2. An example of generation and use of satellite pseudo-clocks 

In this section, I show a practical example of the procedure which was explained above. 

In this example, I am using IGS stations UNBJ and SHE2, both of them located in eastern 

Canada, as shown in Figure 6.1. SHE2 is located in Shediac, New Brunswick. 

 

 
Figure 6.1. Stations UNBJ and SHE2. 

 

The distance between these two stations is approximately 164 km. In this analysis, I used 

24 hours of data observed on DOY 001 of 2008. The procedure consists of generating the 

satellite pseudo-clock values from SHE2 data, outputing them in RINEX clock file 

format [Ray, 2006], and then using this file for positioning using UNBJ data. In this 

particular case, the clock file header format is not strictly followed because some of the 

header records do not apply. Figure 6.2 shows a facsimile of the beginning of the file 

created from SHE2 data. 
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Figure 6.2. Pseudo-clock file created from SHE2 data. 

 

When looking at the file segment above, a very probable question which rises in our 

minds is how similar these numbers are to the IGS satellite clock solution. In fact, they 

are not supposed to be similar, given the already mentioned effects included in the 

pseudo-clocks. As an example, Figure 6.3 shows a comparison between GAPS pseudo-

clock solution based on SHE2, and the IGS clock solution (for the same day, from file 

igs14602.clk_30s). The comparison shown here was done for PRN24 and PRN18, 

between 0 h and 2 h of DOY 001. It is quite obvious that the clock solutions are 

reasonably different between GAPS and IGS. However, one should notice that the 

behavior of the differences between the GAPS and IGS for each satellite is somehow 

similar. This is because a big chunk of the difference comes from the reference clock 

used: in the case of GAPS, SHE2’s clock; and in case of IGS, the reference is a 

combination of NRC1, BRUS, ALGO, NISU, and USN3 clocks (all of them using 

hydrogen maser frequency standards when the data was observed for the generation of 

the IGS clock file) which is also aligned to GPS Time using the satellite broadcast 
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ephemeris (all this information can be found in the clock file itself and the station log 

files). 

 

 
Figure 6.3. Comparison between GAPS satellite pseudo-clock solution and IGS clock solution. 

 

 

In PPP, the meaningful information related to clocks is not the un-differenced clock value 

for each satellite, but the between-satellite differenced clocks. This is because the 

receiver clock error parameter will absorb any time offset which is common for all 

satellites. For carrier-phase measurements for which float ambiguities are being 

estimated, the relevant information is the double differenced clock, being the two 

differences between satellites, and between time (this means the relevant information for 

float ambiguities carrier-phase is the behavior of each clock over time). This is because 

the float ambiguity parameter will absorb any bias for each satellite. That said, a better 

way to compare the clocks shown in Figure 6.3 is by eliminating the influence of the 

reference clock on them, and this can be achieved by differencing the solution between 

two satellites. This way we can get the differential clock solution between PRN24 and 
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PRN18 (in the sense 24 - 18) for GAPS and IGS, as shown in Figure 6.4, where the two 

solutions were offset by the same amount (82163 m) to allow a better visualization of the 

vertical scale. 

 

Analyzing shape of the two lines in Figure 6.4, it is possible to notice that the two 

solutions have a much more similar behavior now, although there is still a difference of 

about 2.5 m between them. The major source of this difference is probably the inability 

of coming up with correct values for the approximated carrier-phase ambiguities, as 

discussed earlier. Nevertheless, as long as an effect is constant over time, it will be 

absorbed by the carrier-phase ambiguity parameter in the PPP filter using the pseudo-

clocks for positioning. That said, it is interesting to analyze whether the differences 

shown in Figure 6.4 are really constant over time. In order to visualize this, Figure 6.5 

shows the same values as in Figure 6.4, but with constant offsets (the arithmetic mean of 

each time series) removed. 
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Figure 6.4. Comparison of between-satellite clock differences of GAPS satellite pseudo-clock solution and 

IGS clock solution. 

 

 

 
Figure 6.5. Comparison of between-satellite clock differences of GAPS satellite pseudo-clock solution for 

IGS clock solution (arithmetic mean of each time series removed). 

 

 

In Figure 6.5, the similarity between the two clock solutions is quite noticeable. Because 

it is hard to take an estimate of the level of agreement from this plot, Figure 6.6. shows a 

plot of the difference between these two time series. 
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Figure 6.6. Comparison between GAPS satellite pseudo-clock solution and IGS clock solution. 

 

 

Figure 6.6 is quite interesting because it shows two aspects of the pseudo-clocks 

estimation procedure. The first one is the fact that there is a reasonable agreement in 

terms of behavior between the two solutions (in fact, the rms of these differences is 

around 9 mm). We should use the term “relative behavior”, since we have removed 

offsets from the solutions and therefore we are no longer comparing the absolute values 

of the clocks, but simply how they behave over time. Anyway, as pointed out before the 

relative behavior over time is the most important aspect of a satellite clock when used for 

carrier-phase measurements in float-ambiguity-based PPP. However (and this is the 

second aspect), it is clear that there are systematic effects present in the pseudo-clock 

estimates, and these can include any one of the last four terms on the right-hand side of 

equation 6.5, the residual neutral atmosphere delay likely being the one with the most 

impact. Another aspect that could be pointed out is the fact that the pseudo-clocks as 

computed here are purely based on carrier-phase measurements, where the clocks were 

simply offset by an approximate constant derived from pseudoranges. Precise clocks such 
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as IGS ones are usually computed using carrier-phase and pseudorange measurements in 

parallel, under the assumption that the clock behavior is the same for both. This 

assumption has been contradicted in some publications such as in [Collins, 2008]. 

 

The next step after generating the pseudo-clock file is using it for positioning. In this 

analysis, I am using the pseudo-clock file generated from SHE2 data for processing 

UNBJ station data (in PPP positioning mode). I did the same analysis using the IGS clock 

file (igs14602.clk_30s) and used it as a benchmark. For analyses shown here, the 

reference coordinates are the ones which were obtained from a 24 hour static data 

processing using the IGS precise clock file. All the data processing options were identical 

between the two solutions. The only difference is the clock file which was used, which 

means that the pseudo-clocks are used just like they were precise satellite clocks. And 

this is the beauty of the whole idea, because we are feeding a PPP engine with locally 

based information rather than global-network-based information, without having to 

change anything in the data processing procedure. Figure 6.7 shows the horizontal error 

convergence obtained from a PPP run in static mode. In static mode, the receiver antenna 

is considered to be fixed and therefore a single set of coordinates is computed for the 

whole observation period. What the plot actually shows is how these coordinates 

converge to their final values over time. 
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Figure 6.7. Horizontal error convergence from a PPP static run using IGS clocks, and SHE2 pseudo-clocks. 

 

 

As can be seen, the final coordinates using the two different clock products converge to 

very similar final values, even only a few hours after the start of the observations. The 

(horizontal) difference between the two solutions at the end of the 24 h period is around 5 

mm. It is also possible to notice that at the beginning of the time period, the convergence 

performance using the pseudo-clocks looks to be a bit better than using IGS clocks. This 

can be seen in Figure 6.8 where only the first two hours are shown. 

 

 



 

160 

 

 
Figure 6.8. First two hours of horizontal error convergence from a PPP static run using IGS clocks and 

SHE2 pseudo-clocks. 

 

 

Similar to Figures 6.7 and 6.8, Figures 6.9 and 6.10 show the convergence of the height 

component, for the same runs. 

 

 

 
Figure 6.9. Height error convergence from a PPP static run using IGS clocks and SHE2 pseudo-clocks. 
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Figure 6.10. First two hours of height error convergence from a PPP static run using IGS clocks and SHE2 

pseudo-clocks. 

 

 

We can see that the height component results present similar characteristics as for the 

horizontal results, with very similar final values. The vertical difference between the two 

solutions was about 3 cm, and with the pseudo-clocks solution showing better 

convergence performance. The fact that the use of pseudo-clocks provided a better 

solution than the use of IGS clocks in certain aspects for this data processing, such as 

convergence time, should not come as a surprise. This is because even though the 

pseudo-clocks are infected by residual errors, some of these errors are highly correlated 

with errors obtained at the positioning station, and therefore get eliminated to a certain 

extent. This would be the case of the residual orbit errors, represented by the term Rδ  in 

equation 6.5. The residual neutral atmosphere errors also get partially modeled as part of 

the positioning engine zenith neutral atmosphere delay parameter. Figure 6.11 shows the 

horizontal errors for a kinematic (epoch-by-epoch) run using the two clock types. In this 

case, the receiver antenna is not assumed to be fixed, and therefore one set of coordinates 

is computed for every observation epoch. 
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Figure 6.11. Horizontal error convergence from a PPP kinematic run using IGS clocks and SHE2 pseudo-

clocks. 

 

 

In the kinematic runs the use of pseudo-clock solution also provided a shorter 

convergence time and the final accuracies obtained after convergence are again 

comparable for the two clock solutions (statistics are shown in Table 6.1). This can be 

seen more clearly in Figure 6.12, which has a different scale for the vertical axis. Figure 

6.13 shows the respective results for the height component. 
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Figure 6.12. First two hours of horizontal error convergence from a PPP kinematic run using IGS clocks, 

and SHE2 pseudo-clocks. 

 

 

 
Figure 6.13. Height error convergence of a PPP kinematic run using IGS clocks, and SHE2 pseudo-clocks. 

 

 

Table 6.1 shows the RMS values for the two clock solutions for the horizontal and 

vertical components. These values are in cm and were computed considering only the 

results obtained between 2 h and 5 h GPS Time. 
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Table 6.1. Kinematic PPP run RMS values (cm). 

 SHE2 pseudo-clocks IGS clocks 

Horizontal 2.29 2.44 

Vertical 6.43 7.07 

 

 

It can be seen that the RMS values obtained from the two different clock solutions are 

comparable, with the ones provided from the pseudo-clocks being slightly better than the 

ones from IGS clocks. 

 

6.3. Chapter remarks 

In this chapter, I described a technique for estimating satellite clock information using 

data from a single receiver. This clock information is usually infected by residual (un-

modeled) errors and, because of that, I have called it pseudo-clock information. The 

generation of pseudo-clocks is not too different from using a reference station in relative 

GPS positioning, but it has the advantage of allowing generating a relative positioning 

solution using a PPP engine, and using one single type of support data (pseudo-clock) 

which is useful for both carrier-phase and pseudorange measurements. This is a concept 

which might be quite useful in order to integrate global-network-based PPP with locally 

based relative GPS, since it was shown that it is possible to use either global network 

derived clocks (IGS clocks in this case) or local structure derived clocks (pseudo-clocks) 

with no changes in the positioning processor, with comparable accuracies. 
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In an application example, I have shown the use of pseudo-clocks estimated with data 

from station SHE2 for PPP with UNBJ data. In this analysis, the solution using the 

pseudo-clocks was shown to provide a shorter convergence time than when using IGS 

clocks, and both solutions provided comparable final accuracies. 
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7. Neutral Atmosphere prediction models for GNSS positioning 

 

In this chapter I discuss developments related to neutral atmosphere delay prediction 

models. I will also introduce a new model, which was designed to provide better 

predictions for different regions inside a delimited wide area. The goal of this new 

development is to have a more reliable model for wide area augmentation system users, 

with some homogeneity in terms of performance over the area of interest. The approach 

to create the new wide area neutral atmosphere model for North America (UNBw.na) is 

comprehensively described and discussed. All result analyses took into consideration the 

most recent version of UNB models, until now, UNB3m [Leandro et al., 2006]. Results 

for meteorological parameters prediction showed that the new grid-based model could 

perform better than a latitude (only) based model (such as UNB3m). The general results 

do not show a spectacular improvement for the new model when looking at overall 

statistics, however it is consistently better than its predecessor, and the improvement for 

certain regions is more significant than others. Regions where the performance of the old 

model was not satisfactory had results significantly improved with the new model. A 

validation of UNBw.na predicted zenith delays was realized using radiosonde-derived 

delays as reference. This analysis showed that different regions of the continent 

manifested improvement for the estimations with the new model. Investigation of the 

performance of both models (UNBw.na and UNB3m) with radiosonde ray-traced delays 

at a few sample stations showed that UNBw.na generally has a better fit to the annual 

behavior of the zenith delays. It was also possible to notice that results from UNBw.na 
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are more consistent between stations at different locations than when using UNB3m. 

UNBw.na was shown to be consistently better than UNB3m in several aspects, and the 

adopted procedure for the grid calibration works in an adequate way, resulting in a 

reliable model. 

 

7.1. Introduction 

The neutral atmosphere delay (commonly referred to as tropospheric delay) is suffered by 

a GPS signal when it travels through the neutral atmosphere, on its way between satellite 

and receiver. Because of the nature of the neutral atmosphere, which is composed mainly 

of gases including water vapor, the signal gets refracted, which means its speed changes 

(the signal travels slower than the vacuum speed of light) as does its path (the signal 

doesn’t travel in a straight line between satellite and receiver antennas). Due to these 

changes in speed and direction, it takes more time for the signal to reach the receiver’s 

antenna than if it was traveling through a vacuum. This difference of time, which can also 

be represented in metric units, is the neutral atmosphere delay. The magnitude of this 

delay depends on several factors, and can be quantified based on the profiles of total 

atmospheric pressure, temperature, and the partial pressure of water vapor. The variation 

of these quantities at a particular location drives the variation of the delay from one day 

to another, over the different climate seasons. The most difficult quantity to predict is the 

amount of water in the atmosphere, due to its high variability, if compared to pressure or 

temperature. Another aspect which plays a fundamental role on how much delay the 

signal will experience is the amount of atmosphere it has to go through, which depends 
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basically on the elevation angle of the satellite with respect to the receiver. The closer the 

satellite is to the receiver’s zenith, the less delay its signal will experience. 

 

Zenith neutral atmosphere delays can be derived from prediction models such as 

UNB3m, which uses the Saastamoinen zenith delays, Niell mapping functions [Niell, 

1996], and a look-up table with annual mean and amplitude for temperature, pressure, 

and water vapour pressure varying with respect to latitude and height. An extensive 

discussion of neutral atmosphere propagation delay modeling and testing can be found in 

Mendes [1999]. 

 

In the zenith direction, the neutral atmosphere delay at sea level is around 7.7 

nanoseconds, or 2.3 meters, and it can get to more than 20 meters for elevation angles of 

around 5 degrees, and more than 10 meters at 10 degrees, as can be seen in Figure 7.1. 

Values in Figure 7.1 will be the approximate errors introduced into processed GPS 

observations in the case when neutral atmosphere delays are not accounted for. Given the 

level of these errors, it can be stated that neutral atmosphere delays have to be taken into 

account in GPS single receiver applications, no matter the level of accuracy which is 

being aimed at. This is, to a certain extent, also valid for differential positioning, mainly 

for long baselines. 
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Figure 7.1. Neutral atmosphere delay as given by UNB3m prediction model and Niell mapping function. 

 

 

The way neutral atmosphere delays can be handled may vary, depending on several 

aspects, such as type of observations being used, observation time and targeted accuracy. 

One way to account for these delays in GPS observations is by using prediction models, 

which don’t require other sources of information and can provide the delays in real time, 

computed using an internal database. These prediction models usually have a 1-sigma 

uncertainty of 4-5 centimeters at zenith, which corresponds to 22-28 centimeters at 10 

degrees elevation angle [Leandro et al. 2006]. This solution is good enough for most 

navigation applications nowadays, but future improved navigation techniques may 

require more accurate solutions. However, even today some positioning applications need 

higher accuracies than those provided by predictions, and for those applications there is 

an alternative, which is estimating the neutral atmosphere delay as a parameter in the data 

processing as done by GAPS. The drawback of this technique is that it might take time to 

achieve the convergence of this parameter depending on the quantity and distribution of 

the observed satellites, and dual-frequency code and carrier-phase observations must be 
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used, in order to get a reliable delay value. However, when these requirements are met, 

GPS-derived neutral atmosphere delays can be very reliable, and because of that GPS is 

being used as a sensor of the atmosphere for weather forecasting and climatology studies. 

 

In order to analyze the impact of neutral atmosphere delays on GPS positioning, let’s take 

a look at an experiment, where 12 hours of GPS data from IGS station UNBJ was 

processed in kinematic mode with GAPS and the results were compared with the known 

coordinates of the station. Three solutions were generated: (a) not accounting for the 

neutral atmosphere – no corrections were applied; (b) accounting for the neutral 

atmosphere using the UNB3m prediction model; and (c) accounting for the neutral 

atmosphere estimating the delay as a random walk parameter. The table below shows the 

bias (mean error) and rms values for each position component (north, east, and up) of the 

three cases, in meters (results are also shown in Figure 7.2): 

 

Table 7.1. GAPS-PPP results from processing UNBJ data with variations on how the neutral atmosphere is 

handled. 

 RMS (m) Bias (m) 

 East North Up East North Up 

(a) 2.23 3.22 7.29 -0.41 1.32 4.39 

(b) 0.06 0.08 0.17 -0.01 0.03 -0.15 

(c) 0.05 0.06 0.12 -0.02 0.03 -0.01 
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Figure 7.2. GAPS-PPP results from processing UNBJ data with variations on how the neutral atmosphere is 

handled. 

 

We can see that solutions (b) and (c) are several orders of magnitude better than (a), in 

which delays were not corrected for. Note that even using 12 hours of data, mean 

horizontal position errors of several meters remain. Also, estimating neutral atmosphere 

delay as a parameter (c) provides better results than using a prediction model (b) for this 

dataset, with 1-5 centimeters improvement in the rms of each component, and with a 

significant improvement of 14 centimeters in height bias. On this particular day, UNB3m 

delay prediction was around 5 centimeters larger than the real delay value, as given by 

GAPS. From that we can see that the impact of neutral atmosphere delay mis-modeling 

on the height component is around three times larger than the error in the actual delay 

prediction. The large effect on height occurs because neutral atmosphere delays are 

highly correlated with the height component of the receiver position. Horizontal biases 



 

172 

 

for (b) and (c) are similar because of the variation of satellite geometry over time, which 

makes the average of the horizontal biases tend to zero (and this is only valid for 

relatively small residual neutral atmosphere delay errors – one can notice that the biases 

did not average out in (a)). 

 

The improvement in the bias of the height component shows how important is having a 

reliable prediction model which can provide reasonable delay values. This importance is 

even higher if one considers that this is a significant milestone in order to allow PPP 

applications to provide results as reliable, as fast, and as accurate as solutions such as 

those provided by differential real-time kinematic applications. 

 

In cases where the neutral atmosphere delay is being estimated as one of the parameters 

in GNSS positioning, this parameter is commonly a residual delay, to correct the initially 

predicted delay, which means that a prediction model is needed anyway. In most GNSS 

applications the prediction of the neutral atmosphere delay is required, even if only for an 

initial value for which a residual delay is computed. In this case having a very high level 

of accuracy for the prediction is usually not required. 

 

As mentioned earlier, in this chapter I discuss developments related to neutral atmosphere 

delay prediction models at UNB. A number of UNB models have been developed over 

the past decade. Our latest global model version is called UNB3m, and a comprehensive 

description of it can be found in Leandro et al. [2006]. 
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UNB neutral atmosphere models have their algorithm based on the prediction of surface 

meteorological parameter values, which are used to compute hydrostatic and non-

hydrostatic zenith delays using the Saastamoinen models. The slant delays are determined 

applying the Niell mapping functions [Niell, 1996] to the zenith delays. 

 

In order to account for the seasonal and regional variation of the neutral atmosphere 

behavior, meteorological parameters (barometric pressure, temperature, relative 

humidity, temperature lapse rate (β) and water vapour pressure height factor (λ)) are used 

as functions of time (day of year) and position in UNB models. Each meteorological 

parameter is modeled with two components: the average (mean) and amplitude of a 

cosine function with one year period. By definition, the origin of the yearly variation is 

day of year 28. This procedure is similar to the one used in the Niell mapping functions 

computation. 

 

After average and amplitude of a given meteorological parameter are determined, the 

parameter value is estimated for the desired day of year according to: 

 

( ) 






 π
−⋅−=

25.365

2
28doycosAmpAvgXdoy

,          (7.1) 

 

where doyX  represents the computed parameter value for day of year ( doy ), and Avg  and 

Amp  are the average and amplitude values respectively. This procedure is followed for 

each of the previously mentioned five parameters. 
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Once all parameters are determined for a given position and day of year, the zenith delays 

are computed according to: 

 

β−
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and 
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βH
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λ 'g

Rβ
−1

,           (7.3) 

 

where 

 

• z
hd  and z

nhd  are the hydrostatic and non-hydrostatic zenith delays, respectively; 

• T0, P0, e0, β, and λ are the meteorological parameters computed according to (7.1); 

• H is the orthometric height in meters; 

• R is the gas constant for dry air (287.054 J kg-1 K-1); 

• gm is the acceleration of gravity at the atmospheric column centroid in m s-2 and can be 

computed from 

 

gm = 9.784 1− 2.66x10−3 cos 2φ( )− 2.8x10−7 H( )
;          (7.4) 
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• φ  is the latitude; 

• g is the standard acceleration of gravity (9.80665 m s
-2

); 

• Tm is the mean temperature of water vapour in K and can be computed from 

 

( ) 








λ

β
−β−=

'g

R
1HTT

m
0m ;            (7.5) 

 

• ′λ = λ + 1 (unitless); 

• 321 kand'k,k  are refractivity constants with values 77.60 K mbar
-1

, 16.6 K mbar
-1

 and 

377600 K
2
 mbar

-1
, respectively. 

 

The total slant delay is computed according to 

 

d t =mhdh

z +mnhdnh

z ,              (7.6) 

 

where hm  and nhm  stand for hydrostatic and non-hydrostatic Niell [1996] mapping 

functions, respectively. 

 

The procedure above has been used in all versions of UNB models, with the difference 

between them depending on the way the meteorological parameters (T0, P0, e0, β, and λ) 

are determined. Other models have also been based on the same principles, such as the 

Galileo System Test Bed models developed by European Space Agency [Krueger et al., 

2004]. In the case of UNB3m, a look-up table with average and amplitude of the 



 

176 

 

meteorological parameters derived from the U.S. Standard Atmosphere Supplements, 

1966 [COESA, 1966] is used. Table 7.2 shows the UNB3m look-up table. 

 

Table 7.2. Look-up table of UNB3m model. 

Average 

Latitude 

(degrees) 

Pressure 

(mbar) 

Temperature 

(K) 

RH 

(%) 

ββββ    
(K m-1) 

λλλλ    
(unitless) 

15 1013.25 299.65 75.0 6.30e-3 2.77 

30 1017.25 294.15 80.0 6.05e-3 3.15 

45 1015.75 283.15 76..0 5.58e-3 2.57 

60 1011.75 272.15 77.5 5.39e-3 1.81 

75 1013.00 263.65 82.5 4.53e-3 1.55 

Amplitude 

Latitude 

(degrees) 

Pressure 

(mbar) 

Temperature 

(K) 

RH 

(%) 

ββββ    
(K m-1) 

λλλλ    
(unitless) 

15 0.00 0.00 0.0 0.00e-3 0.00 

30 -3.75 7.00 0.0 0.25e-3 0.33 

45 -2.25 11.00 -1.0 0.32e-3 0.46 

60 -1.75 15.00 -2.5 0.81e-3 0.74 

75 -0.50 14.50 2.5 0.62e-3 0.30 

 

Using the table above, UNB3m is able to predict total zenith delays with an average rms 

of 4.9 cm [Leandro et al., 2006]. Previous analysis showed that this rms value likely 

could be improved if more realistic meteorological parameter values were used. Collins 

and Langley [1998] showed that if UNB models are used with surface-measured 

meteorological values, they can provide delays with an uncertainty of around 3.5 cm, 

which would be the performance of a UNB neutral atmosphere model if a perfect surface 

meteorology model could be implemented. Based on these numbers it is possible to state 

that a better model than the currently used UNB3m could provide zenith delays with 

uncertainties between 3.5 and 4.9 cm. One of the reasons why UNB3m is not capable of 

predicting delays with uncertainty close to 3.5 cm is the fact that the current look-up table 

is not able of accommodate the differences in the average surface meteorology of 

different regions. Part of this modeling inability is also due to day-to-day variation of 
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meteorological parameters, however this variation impacts any prediction model, since 

the modeled behavior is always a smooth curve in time (in our case a cosine curve over 

the year) while real values are points scattered about this line. Figure 7.3 shows the day-

to-day variation of measured and UNB3m predicted meteorological parameters over 

several years for 50
o
 N, 66

o
 W. The blue crosses are the surface measurements of 

temperature, pressure and water vapour pressure, and the red dots are the predicted values 

using UNB3m. 

 

The advantage of having a more realistic UNB model with the same functional model is 

improving the values of the yearly averages and amplitudes, as well as their geographical 

variation. This is the motivation for creating a new model, capable of describing the 

behavior of meteorological values more realistically. 

 

 
Figure 7.3. UNB3m surface meteorological parameter predictions compared to measured surface parameter 

values for 50
o
 N, 66

o
 W. 

 



 

178 

 

Although UNB3 is currently the most widely used version of UNB models, the most 

recent one is UNB3m, which offers a significant improvement in terms of non-

hydrostatic zenith delay prediction compared to its predecessor. 

 

In this chapter I am introducing a new model, which was designed to provide better 

predictions for different regions inside a delimited wide area. The goal is to have a more 

reliable model for wide area augmentation system users, with some homogeneity in terms 

of performance over the area of interest. These new models are called here wide area 

neutral atmosphere models, and are treated in more detail in the next section. 

 

7.2. UNB wide area models 

In this section I am introducing the concept of UNB wide area models. The first 

important characteristic of these models is that they keep the same physical assumptions 

as before (Equations 7.1 to 7.5). The key difference in the new approach is the way the 

surface meteorological values are evaluated, in this case, using a two-dimensional grid 

table instead of a latitude-band look-up table. 

 

One of the first aspects to be taken into account when generating a new model is the data 

available for its calibration. In this work, I have used a data set with world wide hourly 

measurements of surface temperature, surface dew point temperature and mean sea level 

barometric pressure. The measurements were made between the years of 2001 and 2005 

inclusive. This dataset was provided by NOAA, from its Integrated Surface Hourly (ISH) 
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Database. Figure 7.4 shows the global distribution of the ISH database, a total of 17,415 

stations. 

 

 
Figure 7.4. Distribution of ISH Database meteorological stations. 

 

The observations of surface temperature, pressure and dew point temperature are used to 

calibrate a grid with average and amplitude values (to be used as in Equation 7.1) for 

each of the three parameters (In the case of dew point temperature, it is converted to 

relative humidity, as it will be shown later ). Near surface temperature lapse rate and 

water vapor pressure height factor parameters can also be computed if desired. The 

functional model used for the grid interpolation is very simple, based on the four nearest 

grid nodes to the observation point (in case of grid calibration) or prediction point (in 

case of grid use). The value of interest can be computed according to the following 

formula: 

 

4321 pqxx)p1(qx)q1(px)q1)(p1(X +−+−+−−= ,                     (7.7) 
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where X is the computed value (it is either the average or amplitude of one of the 

modeled parameters), ix  is the parameter value at grid node i, and p and q are shown in 

Figure 7.5. 

 

 
Figure 7.5. Grid interpolation procedure 

 

 

In Figure 7.5 Dx and Dy represent the grid spacing in longitude and latitude, respectively. 

The black square in the middle of the grid represents the observation point, with 

coordinates pφ  and pλ . The values for p and q can be computed as: 

 

( ) Dx/p 1p λ−λ= ,             (7.8) 

 

and 

 

( ) Dy/q 1p φ−φ= ,             (7.9) 
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where pλ  and pφ  are the longitude and latitude of the point of interest, and 1λ  and 1φ  are 

the longitude and latitude of grid node 1 (as represented in Figure 7.5). Therefore p and q 

can assume values between 0 and 1. 

 

Once all surface meteorological parameters for the point of interest are determined using 

the procedure above, the neutral atmosphere delays can be estimated using Equations 7.1 

to 7.6. As can be seen, the use of the grid does not bring any significant complexity to the 

user, however the grid calibration is not a simple procedure. 

 

The establishment of the values for each grid node is carried out in three steps. The first 

one is the calibration of the temperature (T) grid, followed by pressure (P) and relative 

humidity (RH) grids. The computation is performed on a station-by-station basis, where 

all data (all measurements over the observed years) is processed at each station step. For 

each station, the computation is performed on a year-by-year basis. This procedure is 

used to improve processing time, since the amount of data is too large to be processed in 

one single batch adjustment. The general least-squares adjustment model (used in all 

three grid calibrations) is: 

 

( ) wPANAPAxx t1

P
t

0

−
++= ,          (7.10) 

 

where x  is the vector of updated parameters, 0x  is the vector of a-priori parameters 

(coming from previous updates), A  is the design matrix, P  is the weight matrix, PN  is 
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the parameter normal matrix (coming from previous updates) and w  is the misclosure 

vector. The parameter normal matrix gets updated at each step, as follows: 

 

( )0p
t

pu NAPAN += ,           (7.11) 

 

where puN  is the updated normal matrix and 0pN  is the a-priori normal matrix. The 

updated matrix is used as pN  in equation 7.10 at the next parameter update, and then 

used as 0pN  in 7.11, and so on. The observations involved in each update step are the 

surface meteorological measurements for the current station and current year. The 

parameters are adjusted for the four nearest grid nodes, using the same functional model 

as in 7.7. Therefore the functional model in the adjustment of each grid type (T, P, RH) is 

built considering equation 7.7 plus the relevant formulas (relating interpolated grid values 

to measurements) for the given parameter type. 

 

The first step, the temperature grid calibration, involves the adjustment of values for 

mean sea level temperature and optionally the temperature lapse rate. In case the lapse 

rates are not being adjusted, a-priori values from UNB3m are used as known values (as it 

will be seen later, this was the case of UNB3w.na model). The basic functional model for 

this step is given by: 

 

HTT 0 β−= ,            (7.12) 
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or, introducing the yearly variation: 
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where T is the surface temperature measurement, avgT  and ampT  are the mean sea level 

temperature yearly average and amplitude respectively and avgβ  and ampβ  are the 

temperature lapse rate yearly average and amplitude respectively. Using this function 

yields the partial derivatives: 
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where T is the surface temperature, the subscript p stands for parameters at the point of 

interest (not to be confused with p representing longitude difference and P representing 
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pressure) and the subscript i stands for parameters at the grid node i. Partial derivatives of 

point values with respect to grid node values (e.g. 
i,avg

p,avg

T

T

∂

∂
) are evaluated as follows: 
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The derivatives in equation 7.18 are used in all steps (T, P, RH) of the adjustments of the 

grids. 

 

The design matrix for the temperature grid calibration is built according to: 
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where the superscripts 1 and n stand for the observation index (therefore, A is a matrix 

with n rows, for n observations). In case the lapse rates are not being adjusted, the design 

matrix has only two columns (the first two of Equation 7.19). The misclosure vector is 

computed according to: 

 

'TTw −= ,            (7.20) 
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where T is the measured surface temperature and 'T  is the evaluated surface temperature 

according to equation 7.13. 

 

After the temperature grid is calibrated (meaning values of avgT , ampT , avgβ  and ampβ  have 

been established for all of the grid nodes) the relative humidity grid can be adjusted, or 

alternatively the pressure grid, which does not depend on temperature or relative 

humidity. 

 

The ISH database provides hourly measurements of MSL barometric pressure, no matter 

the height of the meteorological station. The consequence is that the pressure 

measurements have no relation with any lapse rate type parameter. In case of surface 

pressure, the respective lapse rate would be β , assuming the height variation of pressure 

relates to the temperature variation of pressure according to: 

 

ββ









=







 β
−=

R

g

0
0

R

g

0
0s

T

T
P

T

H
1PP ,          (7.21) 

 

where sP  stands for surface pressure. However, because the pressure measurements are 

related to mean sea level, the function model of the pressure grid adjustment becomes: 
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where P is the MSL pressure measurement and the yearly variation parameters ( avgP  and 

ampP ) are similar to the ones previously used for T and β (equation 7.13). Partial 

derivatives are also evaluated similarly to equations 7.14 and 7.15: 
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The design matrix then yields: 
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and the misclousure vector is computed according to: 

 

'PPw −= ,            (7.26) 

 

where P is the measured MSL pressure and 'P  is the evaluated MSL pressure according 

to equation 7.22. 
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The calibration of the relative humidity grid involves a little more complexity than the 

previous ones because (1) it depends on temperature and pressure grids; and (2) the 

measurements are surface dew point temperature, but the height variation is modeled for 

water vapor pressure (according to equation 7.31) and the yearly variation is modeled for 

relative humidity. The transformation between these three types of parameters needs to 

be carried out and incorporated in the functional model for the grid adjustment. The first 

part of the functional model is the computation of the MSL relative humidity, done 

similarly to T and P: 

 








 −
−=

25.365

28doy
cosRHRHRH ampavg0 ,         (7.27) 

 

where RH0 stands for MSL relative humidity and the subscripts avg and amp stand for 

yearly average and amplitudes, respectively. The relative humidity has then to be 

transformed in water vapour pressure, which will be used for height variation modeling. 

The relation between the two (relative humidity and water vapour pressure) is given by 

the following equation (according to IERS conventions 2003): 

 

0,w000 fesRHe ⋅⋅= ,           (7.28) 
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where 0e  is the MSL water vapour pressure, 0es  is the saturation water vapour pressure 

and 0,wf  is the enhancement factor (both for MSL). Values for 0,se  and 0,wf  can be 

computed according to: 
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and 
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The relation between MSL and surface water vapour pressure is expressed using the same 

physical assumption as in equation 7.3, as follows: 

 

β

λ








 β
−=

R

g'

0
s,0

T

H
1ee ,           (7.31) 

 

where s,0e  stands for surface water vapour pressure. The last part of the functional model 

is the relation between e  and dew point temperature, which can be derived from basic 

thermodynamic laws [IERS conventions, 2003], resulting in: 
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( ) s,wd fTese ⋅= ,            (7.32) 

 

where ( )dTes  is the saturation water vapour pressure for the dew point temperature dT , 

and can be computed from equation 7.29 substituting dT  for 0T , and s,wf can be computed 

from equation 7.30 substituting in values of pressure and surface temperature. After 

putting equations 7.28 to 7.32 together, the complete functional model “observation 

equation” for relative humidity calibration becomes: 
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Where, as before, subscripts s and 0 stand for surface and MSL values, respectively. In 

order to introduce average and amplitude for the modeled parameters in equation 7.34, 

0RH  is replaced by the right hand side of 7.28 and 'λ  is replaced by: 
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The partial derivatives can then be evaluated as: 
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and 

 

( ) ( ) ( )

avg

ds

i,amp

p,amp

p,aamp

ds

aamp

ds

'

Te

25.365

28doy
cos

'

'

'

Te

'

Te

λ∂

∂
⋅






 −
−=

λ∂

λ∂

λ∂

∂
=

λ∂

∂
,       (7.38) 

 

and the design matrix becomes: 
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The misclousure vector is computed according to: 

 

( ) ( )'TeTew dsds −= ,           (7.41) 

 

where ( )ds Te  is computed according to equation 7.29 using the measured dew point 

temperature and ( )'Te ds  is evaluated using equation 7.33. In case the lapse rate parameter 
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( 'λ ) is not being adjusted, the design matrix has only its two first columns (related to RH) 

and 'λ  values from UNB3m are used as known values (this was the case of UNBw.na). 

 

7.3. UNB wide area model for North America – UNBw.na 

In this section the creation of a model for North America using the previously described 

procedure is discussed. The model is called UNBw.na, where w stands for wide area and 

na stands for North America. The grid was defined between latitudes 0 and 90 degrees, 

and longitudes between -180 and -40 degrees, with spacing of 5 degrees in the two 

directions. Figure 7.6 shows the North American grid. 

 

 
Figure 7.6. UNBw.na grid (red lines). 

 

 

 

The grid is first initialized with UNB3m values, and then the grid node values are 

updated (adjusted) using the previously described approach. The initialization of the grid 

is fundamental for its adjustment because meteorological stations in the ISH database do 

not cover every cell of the grid. In this case, the grid node receives no update, and the 

consequence is a value equal to UNB3m’s. The stations to be used in the calibration of 
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the grid were chosen simply taking all database stations within the grid (In this case a 

total of around 4000 stations). Figure 7.7 shows the distribution of meteorological 

stations over the grid. 

 

 
Figure 7.7. Distribution of meteorological stations over the UNBw.na grid 

 

 

In order to assess the grid adjustment, 400 stations were randomly separated from the 

dataset to be used as control stations. These data were not used in the grid calibration, and 

after each adjustment step they were used to check results obtained for temperature, 

pressure and water vapour pressure. Figure 7.8 shows the distribution of the control 

stations (black dots) and calibration stations (green crosses). 
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Figure 7.8. Distribution of the control stations (black dots) and the calibration stations (green crosses). 

 

 

As shown in the previous section, the temperature lapse rate and water vapour pressure 

height factor could be calibrated or not. The two approaches were tested for this data set, 

and it turned out that the model provided slightly better results when lapse rates from 

UNB3m were used as known and were not recalibrated. One of the reasons which could 

have caused this is the fact that stations within a given grid cell have similar heights, 

which causes difficulties in the decorrelation between temperature or water vapour 

pressure and their lapse rate parameters. Figure 7.9 shows the height (represented by 

color) of the stations, where it is possible to notice that apart from a few cells, the height 

of stations inside cells is usually very similar. 
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Figure 7.9. Height (in meters – represented by color) of the meteorological stations. 

 

 

The results are presented only for the case when the lapse rates were not calibrated. 

Figure 7.10 shows a representation of average MSL temperature given by UNB3m and 

UNBw.na for all grid nodes of the model. It is possible to notice that UNBw.ca shows 

lower temperatures for some northern regions. Also, for some regions, the temperature 

does not quite follow a variation dependent on latitude only. The two grids are practically 

the same for grid nodes outside the continent (over the oceans) because there is not 

enough data for grid calibration in these regions (see Figure 7.7), and UNB3m values 

from the initialization are almost unmodified by the calibration process. 
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Figure 7.10. Average MSL temperature given by UNB3m and UNBw.na, in kelvins. 

 

 

Figure 7.11 shows the difference between the two models, in the sense of UNBw.na-

UNB3m. It can be seen that UNBw.na provides higher temperatures over the western part 

of North America, and lower temperatures for land mass with higher latitudes over the 

eastern part of the continent. 

 

 
Figure 7.11. MSL temperature difference between UNBw.na and UNB3m, in kelvins. 

 

 

With the estimation of temperature for control stations it is possible to check if these 

differences are bringing improvement to the model or not. Figure 7.12 shows the biases 
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encountered when estimating temperatures for control stations, using the two models, in 

the sense modeled value – observed value. It is possible to notice that there is a 

significant improvement in estimation for stations in the western part of North America, 

matching with differences of grid values (Figure 7.11) for the same region. It can also be 

noticed that UNB3m slightly overestimates the temperature for a localized region near 

the east coast. In terms of UNBw.na one can see that there is no trend related to longitude 

variation. 

 

 
Figure 7.12. Biases encountered when estimating temperature for control stations, in kelvins. 

 

 

General statistics for temperature estimation errors for the two models with respect to 

control station values can be seen in Table 7.3, where it is possible to notice the overall 

improvement brought by UNB3w.na in terms of temperature estimation. The values in 

Table 7.3 (and similar tables for pressure and water vapour) were computed using one set 

of values (bias, standard deviation and rms) per station, regardless of the number of 

measurements available for each station. There is a significant improvement in the bias of 

the model (91%), showing that UNB3m generally underestimates the mean temperature. 
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This systematic behavior is dominated by the temperature underestimation over the 

western part of the continent.  

 

Table 7.3. General statistics for temperature estimation errors (all values in kelvins). 

 Bias Std. 

Dev. 

RMS 

UNBw.na  0.06 5.57 5.80 

UNB3m -0.68 6.04 6.80 

 

The results of the following step in grid calibration (the pressure grid) is shown in Figure 

7.13, where it can be noticed that UNBw.na also does not follow the latitude (only) 

dependence of UNB3m. 

 

 
Figure 7.13. Average pressure at grid nodes, given by UNBw.ca and UNB3m, in mbar. 

 

 

Figure 7.14 shows the difference between average MSL pressure of the two models, in 

the sense of UNBw.na-UNB3m. It can be noticed that the major differences are 

encountered in regions situated in the northwest, northeast and southern parts of the 

continent. Differences vary up to around 10 mbar, which means a difference of around 2 
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cm in hydrostatic delay estimation (according to Equation 7.2, if we consider a point at 

MSL, the delay rate with respect to pressure is around 0.0022 m/mbar). 

 

 
Figure 7.14. Average MSL pressure difference between UNBw.na and UNB3m, in mbar. 

 

 

Figure 7.15 shows the biases of UNB3m and UNBw.na when estimating pressure for the 

control stations, where it can be seen that UNBw.na performs better than UNB3m for the 

regions where greater differences are found. Overall, the bias plot of UNBw.na is greener 

than UNB3m’s, which means it is usually closer to zero (green is zero on the color scale). 

 

 
Figure 7.15. Mean biases encountered when estimating pressure for control stations, in mbar. 
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The general statistics for pressure estimation are shown in Table 7.4. 

 

Table 7.4. General statistics for pressure estimation errors (all values in mbar). 

 Bias Std. 

Dev. 

RMS 

UNBw.na 0.05 3.89 3.95 

UNB3m 0.02 3.95 4.12 

 

From Table 7.4 it can be noticed that the differences for bias, standard deviation and rms 

between the two models are low (considering estimated delays, 1 mbar  corresponds to 

around 2 mm in the zenith direction). Although the general bias of UNBw.na is slightly 

worse than UNB3m’s, UNBw.na’s better fitting for different regions is translated into an 

improvement in standard deviation and rms. 

 

The last step of the model calibration is the relative humidity grid. Following the same 

procedure as for the other two steps in terms of reporting results, Figure 7.16 shows the 

average MSL values of RH (in %) for all grid nodes, given by UNBw.na and UNB3m, 

where it can be seen that UNBw.na shows a drier area in the southwest part of the 

continent. This difference can be better visualized in Figure 7.17, which shows the 

difference in the average MSL values between the two models for each grid node, in the 

sense of UNBw.na-UNB3m (in %). 
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Figure 7.16. Average MSL relative humidity for grid nodes, given by UNBw.na and UNB3m, in %. 

 

 

 
Figure 7.17. Difference between average MSL relative humidity provided by UNBw.na and UNB3m, in %. 

 

 

The biases of the water vapour pressure (WVP) estimation for control stations are shown 

in Figure 7.18, where we can notice that UNB3m overestimates the WVP for the 

southwest part of the continent, while UNBw.na does not. There is also a region with a 

small improvement in the northwest part of the continent (is this last case, UNB3m 

underestimates the WVP). 
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Figure 7.18. Mean biases encountered when estimating water vapour pressure for control stations, in mbar. 

 

 

The general performance results can be seen in Table 7.5, where it can be noticed that 

there is an improvement (around 50%) in bias when estimating surface WVP with 

UNBw.na, compared to UNB3m. There is a small improvement in standard deviation, 

indicating a slightly better fitting to real conditions by UNBw.na. 

 

Table 7.5. General statistics for WVP estimation errors (all values in mbar). 

 Bias Std. 

Dev. 

RMS 

UNBw.na  -0.10 2.30 2.47 

UNB3m 0.20 2.43 2.65 

 

7.4. UNBw.na validation with ray-traced delays 

In order to verify if UNBw.na is more realistic than UNB3m in terms of delay estimation, 

a validation process was realized. In this approach radiosonde-derived delays were used 

as reference (“truth”). The radiosonde profiles of temperature, pressure, and dew point 

temperature were used to compute zenith delays by means of a ray-tracing technique. We 

used radiosonde soundings taken throughout North America and some neighboring 
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territories through the years from 1990 to 1996 inclusive. This dataset is compiled and 

made available by NOAA (National Oceanic and Atmospheric Administration). A total 

of 222 stations were used, distributed as shown in Figure 7.19. 

 

 
Figure 7.19. Distribution of radiosonde stations in North America and some nearby territories. 

 

Each station usually has a balloon being launched twice a day, totaling 701,940 

soundings for all stations, all years. For each one of the soundings, a total delay was 

predicted using UNBw.na and UNB3m, and then compared with the ray-traced total 

zenith delays. From this comparison, bias and rms values could be computed for each one 

of the stations shown in Figure 7.19. Figure 7.20 shows the mean biases found for all 

stations with the two models. 
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Figure 7.20. Total zenith delay estimation biases for each station, in meters. 

 

In Figure 7.20, the zero value is green according to the color scale. It is possible to notice 

that the UNBw.na plot shows colors generally closer to green than UNB3m. It can also 

be noticed that in the western part of the continent, where UNB3m has its worse 

performance, there is a significant improvement with the new model. The rms values for 

the same stations can be seen in Figure 7.21, where it is possible to see that UNBw.na 

plot presents colors generally closer to blue (in this plot zero is represented by dark blue), 

also with a good improvement for the region with worst results provided by UNB3m. 

 

 
Figure 7.21. Total zenith delay estimation rms values for each station, in meters. 
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The general statistics of delay prediction performance of the two models are shown in 

Table 7.6, where we can see that there is a general improvement of absolute bias of 

around 30%, and small improvements in standard deviation (8%) and rms (9%). 

 

Table 7.6. General statistics of total zenith delay prediction performance (all values in mm). 

 Bias Std. 

Dev. 

RMS 

UNBw.na 3.6 44.8 45.0 

UNB3m -5.2 48.9 49.2 

 

Although the general rms doesn’t show a significant improvement, the major concern 

with UNB3m is not its overall performance, but its performance in localized areas. In 

order to access the performance of the models in different regions, the coverage area was 

divided into four analysis regions, trying to have approximately the same number of 

radiosonde stations in each one of them. Figure 7.22 shows the division of the four 

regions. 

 

 
Figure 7.22. Division of the four analysis regions. 
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The statistics for each one of the analysis regions are shown in Table 7.7. 

 

Table 7.7. Statistics (bias, standard deviation and rms) for analysis regions (all values in cm). 

 UNBw.na UNB3m 

Region Bias SD RMS Bias SD RMS 

1 1.0 3.4 3.6 -0.9 3.5 3.7 

2 0.4 4.1 4.1 0.5 4.3 4.3 

3 0.6 4.4 4.4 0.2 5.7 5.7 

4 -0.3 5.4 5.5 -1.3 5.6 5.8 

 

In Table 7.7 it can be noticed that rms values for UNBw.na are better than UNB3m’s for 

all regions, with a significant improvement for region 3 (around 23%). The bias of region 

3 for UNBw.na is higher than for UNB3m, however it does not mean UNB3m is better, 

because although the mean bias is less, the variation of biases (above and below zero) is 

much higher than for UNBw.na (as can be noticed in Figure 7.20). This effect shows up 

in UNB3m’s standard deviation and rms in region 3, which are significantly higher than 

UNBw.na’s. Another way to show that is by computing the average absolute biases and 

their standard deviation, computed without considering bias sign. These vales are shown 

in Table 7.8, where it can be noticed that, indeed, the average absolute bias and its 

standard deviation is significantly higher for UNB3m in region 3 (UNBw.na shows an 

improvement of around 25%). 

 

Table 7.8. Average absolute biases (aab) and their standard deviations (aab-sd) - all values in cm. 

 UNBw.na UNB3m 

Region aab aab-sd aab aab-sd 

1 2.8 2.2 2.8 2.3 

2 3.2 2.6 3.4 2.7 

3 3.4 2.9 4.5 3.6 

4 4.5 3.2 4.7 3.4 
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One of the problems encountered in UNB neutral atmosphere modes is a systematic 

behavior with respect to station height [Leandro et al., 2006]. In order to verify if the new 

model has the same problem, Figure 7.23 shows a plot of station biases with respect to 

station heights. The error bars are (one sigma) standard deviations of the bias 

computation for each of the stations, and the red line is the fitted (using the points shown 

in the plots) linear trend of the models. The upper plot shows results of UNBw.na and the 

lower one shows UNB3m’s results. 

 

 
Figure 7.23. Station biases with respect to station heights. 

 

It can be seen in Figure 7.23 that UNBw.na does not have a trend as significant as 

UNB3m, because while UNB3m biases tend to increase negatively as the height goes up, 

UNBw.na biases are kept with values around zero no matter the height of the station. 

This difference can also be clearly seen comparing the two trend lines (red lines) of the 

models. 
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In order to visualize the fit of the model estimations to the yearly variation of the zenith 

total delay, a few stations were selected for analysis. The station selection was based on 

availability of data for given stations over the period of time of the data set 1990-1996, 

having sample stations for different latitudes. The chosen stations are Belize, Pittsburgh, 

Salt Lake City, Bethel and Eureka. Figures 7.24 to 7.28 show the radiosonde ray-raced 

total zenith delays compared with UNB3m and UNBw.na predictions for each of the 

stations. 

 

 
Figure 7.24. Total zenith delay estimation for station Belize. 

 

The estimations provided by UNB3m for station Belize have a problem with the annual 

amplitude of the delays. This effect is caused by the fact that UNB3m assumes that 

meteorological parameters do not vary over the year for latitudes between 15
o
N and 15

o
S. 

The problem with amplitude underestimation affects even stations at higher latitudes, as 

in the case of station Pittsburgh. UNBw.na shows a good improvement in terms of 

estimated annual amplitude, as can be seen for these two stations. 
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Figure 7.25. Total zenith delay estimation for station Pittsburgh. 

 

Another problem suffered by UNB3m in the case of Pittsburgh is the underestimation of 

the delays, which also occurs for Salt Lake City. The average of the delays provided by 

UNBw.na seem to match much beter with ray-traced delays than UNB3m’s for these 

stations. 

 

 
Figure 7.26. Total zenith delay estimation for station Salt Lake City. 

 

In the case of station Bethel both models seem to work fine, with a good fit with 

radiosonde-derived delays. However for the northern station, Eureka (80
o
N), UNB3m 

predictions are generally overestimating the delays, while UNBw.na is closer to the 

average values of the ray-traced delays over the years. 
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Figure 7.27. Total zenith delay estimation for station Bethel. 

 

 
Figure 7.28. Total zenith delay estimation for station Eureka. 

 

Table 7.9 shows the numerical results for each of the five stations. With the exception of 

station Bethel, UNBw.na shows better results for all stations, with improvement of up to 

2.8 cm in bias and 1.6 cm in rms (both for station Salt Lake City). If the biases for all 

stations are considered, it is possible to notice that UNBw.na has more consistent 

(homogeneous) results for different locations. 
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Table 7.9. Numerical results for sample stations (represented by the first four characters of their names) – 

all values in cm. 

 UNBw.na UNB3m 

Station Bias RMS bias RMS 

BELI 1.4 4.7 2.1 5.3 

PITT 0.6 4.7 -1.8 5.3 

SALT 0.5 2.6 -3.3 4.2 

BETH 1.2 3.8 0.6 3.6 

EURE 0.5 2.9 1.5 3.2 
 

7.5. Chapter remarks 

In this chapter an approach for creation of wide area neutral atmosphere models was 

comprehensively described and discussed. A dataset with hourly surface meteorological 

measurements was used to create a new model for North America, called here UNBw.na. 

 

The calibration of surface temperature and water vapour pressure lapse rate parameters 

was performed, and after comparing results of a model calibration with fixed lapse rates 

it was concluded that better performance is achieved in the second case. One of the 

reasons behind this conclusion might be the fact that the used dataset (surface 

meteorological parameters) is not adequate to successfully decorrelate surface lapse rates 

from actual parameters, due to fact that stations nearby each other tend to have similar 

heights. 

 

The meteorological values derived from the grids of the new model were compared with 

actual surface measurements, realized at stations which were not used in the calibration 

process. All analyses took into consideration the most recent version of UNB models, 

until now UNB3m. 
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Results for all three meteorological parameters showed that a two-dimensional grid-based 

model could perform better than a latitude (only) based model (such as UNB3m). The 

reason for that is the capability of accommodating longitude or regional climatic 

characteristics of the continent. In terms of temperature the general bias was pratically 

eliminated, with a reduction of 91% (-0.68 to 0.06 K), while rms was improved by 15% 

(6.8 to 5.8 K). Pressure estimations were also improved in the new model, with a 

reduction of more than 50% in bias (0.05 to 0.02 mbar) and a slight improvement in rms 

(4.12 to 3.95 mbar). Water vapour pressure predictions had their general bias reduced 

50% (0.2 to -0.1 mbar), also with slight improvement in rms (2.65 to 2.47 mbar). 

Although the general results do not show a spectacular improvement, the new model is 

consistently better than its predecessor, and, the improvement for certain regions is more 

significant than others. Regions where the performance of the old model was not 

satisfactory had results significantly improved with the new model. 

 

A validation of UNBw.na predicted zenith delays was realized using radiosonde-derived 

delays as reference. Soundings carried out throughout North America and some 

neighboring territories through the years from 1990 to 1996 inclusive were used in this 

analysis, totaling 222 stations. General results from this analysis showed a general 

improvement of bias of around 30%, and small improvements in standard deviation (8%) 

and rms (9%). 
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Because the main goal with the new model is predicting zenith delays with a consistent 

uncertainty for different areas, the continent was divided into four analysis regions. This 

was done to detect localized improvements when using UNBw.na. This analysis showed 

that all regions manifested improvement for the estimations with the new model. 

 

A problem with systematic behavior of biases (of zenith delay estimation) with height 

which has been previously detected in UNB neutral atmosphere models no longer exists 

in UNBw.na. Biases were shown to be consistently close to zero, no matter the height of 

the station. 

 

Investigation of the performance of both models (UNBw.na and UNB3) with radiosonde 

ray-raced delays at a few sample stations showed that UNBw.na generally has a better fit 

to the yearly behavior of the zenith delays. It was also possible to notice that results from 

UNBw.na are more consistent between stations at different locations than when using 

UNB3m. 

 

In terms of general conclusions, UNBw.na was shown to be consistently better than 

UNB3m in several aspects. The adopted procedure for the grid calibration worked in an 

adequate way, resulting in a reliable model. 

 

Further research on this topic should involve investigation of lapse rate parameters, 

which were not calibrated in this work, perhaps using radiosonde data. The model for 

delay computation, which has not been modified so far, will also be reviewed. 
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Assimilation of different data, such as numerical weather models or contemporary 

standard atmospheres, still needs to be investigated. Future research can also include the 

calibration of wide area models for different regions of the globe, such as South America. 

GAPS currently does not use UNBw.na, therefore I also suggest for future activities the 

implementation and performance analysis of UNBw.na and/or other wide area models 

with GAPS or other PPP package. 
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8. Conclusions and recommendations 

 

In this thesis I have shown that a precise point positioning (PPP) package can be used not 

only for positioning, but also as a tool for a series of data analysis. In order to 

demonstrate that, I have presented new analysis techniques which can be applied using 

data collected by a single receiver. These techniques deal with the estimation of 

ionospheric delays, satellite code biases, code multipath plus noise and satellite pseudo-

clocks. The novelty of the research presented in here relates not only of getting 

information out of a precise point positioning package, but also feeding PPP with more 

reliable information. This is particularly true for the improved neutral atmosphere 

prediction model which was developed for North America. 

 

The main tool used for this research is the precise point positioning package GAPS (GPS 

Analysis and Positioning Software). GAPS has been developed by myself since January 

2006, and is an important practical contribution of this research. GAPS is freely available 

to be used by anyone via web interface, as part of the UNB/GGE Resources. An 

additional practical contribution of the research was the development and availability of 

the UNB3m neutral atmosphere model package. 

 

This thesis’ contributions are summarized as follows: 

 

1. Single receiver ionospheric delay estimation 
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In chapter 3, I introduced a filter which can be used to estimate ionospheric delays using 

a single receiver. The procedure can be conveniently implemented into any PPP engine. 

One of the main advantages of having such a filter is that the PPP engine can be used as a 

stand-alone, static or kinematic, sensor of the ionosphere. On other hand, a model of the 

ionosphere at the single receiver site might provide a significant contribution towards the 

enhancement of the positioning solution, such as a future ambiguity-fix positioning 

procedure. The ionospheric delay observation model is based on geometry-free carrier-

phase measurements, and considers the ionosphere as an earth-concentric spherical shell. 

The variation of the zenith ionospheric delay over the shell surface is modeled with a bi-

linear polynomial. 

 

Results have shown that the model residuals are usually less than 2 TECU pick to pick 

during ionospheric calm periods, and can reach values as high as 10 TECU (as far as the 

realized tests go) during ionospheric storm picks. When comparing delay values 

independently obtained from two nearby stations, the results showed a very good 

agreement, of usually better than 0.3 TECU. When comparing the results with values 

provided by IGS, the time series behavior between the two estimates (IGS and GAPS) 

were found to be quite similar, with an overall agreement RMS seems to be around 4 

TECU or so, where most of the mismatch looks to be coming from a bias effects. Since 

the other analyzes (residual analysis and independent nearby station results) showed to be 

quite consistent, it is probable that this mismatch might be caused by different 

assumptions used in the two estimates, such as the ionospheric shell height. The main 

recommendations therefore are that the full procedure used in GAPS is re-analyzed in 
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order to find which assumptions are being used differently from IGS maps, aiming at a 

greater similarity between the two procedures, which would be a desirable characteristic 

of the approach. 

 

2. Satellite differential code bias estimation 

A new technique to estimate satellite differential code biases based on PPP was 

presented. This technique is based on the fact that IGS clocks are based on L1P(Y) and 

L2P(Y) code measurements while the receiver tracks e.g. L1C/A and L2P(Y) codes. 

Using a straightforward reformulation of the code observation equations it is possible to 

obtain the satellite code biases (in this particular case, the so called P1-C1 biases) from a 

single receiver running a PPP engine. A comparison of estimated satellite P1-C1 biases 

with a monthly CODE solution showed an overall agreement of around 9 cm and 4 cm, 

for single station and a network of stations, respectively. Clock solutions based on other 

code types can be used with the same technique, probably yielding in different biases 

estimation. It is also true that a receiver tracking other types of codes, such as L2C, can 

also be used. That was done in order to estimate satellite P2-C2 differential code biases 

(for PRN12, 17 and 31 modernized satellites). Bias values of two satellites (PRN12 and 

PRN31) are quite similar, but different from PRN17 by around 12-15 cm. As more 

modernized satellites are launched, this scenario might change, which means that if new 

satellites have different values for their P2-C2 biases, the range of the differential biases 

will increase, forcing the values to be farther from zero, in case a zero-mean condition is 

used. For future research, I suggest work on different validation procedures, maybe with 

different sources and a wider dataset. Also, activities to keep tracking the bias value 
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behaviors as new modernized satellites are launched, as well as tracking the behavior of 

these values over time. 

 

3. Code multipath estimation 

A technique to derive code multipath plus noise estimates using a PPP engine was also 

presented. The iono-free code combination, as well as code measurements on each 

individual frequency can be used, each of those yielding in different types of multipath 

plus noise estimates. The main differences between these two types of derivations (iono-

free or frequency dependent) are that in case of single frequency (1) it is necessary to use 

a ionospheric model, such as the implemented in GAPS; and (2) differential code biases 

need to be accounted for. In a comparison of GAPS’ and TEQC’s code M+N estimates 

for L1C and L2P(Y), an agreement of better than 5 cm was found, with estimates from 

GAPS being systematically slightly less than from TEQC. A potential reason for this is 

the fact that GAPS provides M+N estimates for the observations which were actually 

used in the PPP engine, and thus the data is already cleaned from high un-modeled effects 

(PPP-wise). One should also have in mind that GAPS and TEQC use different 

assumptions on the estimation, and that the noise part of model does not represent the 

exactly same effects for the two techniques. In an analysis of iono-free code M+N 

estimates using L2C and L2P(Y) measurements it was possible to arrive at the conclusion 

that the noise level of both signals tracked under the same conditions is about the same. 

Therefore we should expect that the major advantages of using L2C happen in 

environments where satellite tracking is difficult, such as in urban areas and under 

canopies. 
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4. Satellites pseudo-clock estimation 

Another technique described in this thesis is used to estimate satellite clock information 

using data from a single receiver. This clock information is usually infected by residual 

(un-modeled) errors, and because of that it has been called “pseudo-clock”. The 

generation of pseudo-clocks is not too different from using a reference station in relative 

GPS positioning, but it has the advantage of allowing a similar mechanism as relative 

positioning, but using one single type of data (pseudo-clock) which is useful for both 

carrier-phase and pseudorange measurements. Also, this is a concept which might be 

quite useful in order to integrate global-network-based PPP with local-based relative 

GPS. In an application example, I have shown that a positioning solution using the 

pseudo-clocks showed to provide better convergence time than when using IGS clocks, 

and both solutions provided comparable final accuracies in static and kinematic mode, 

where the difference between final solutions in kinematic mode was of about 5 mm and 3 

cm for horizontal and vertical, respectively, and RMS for both kinematic solutions was of 

around 2.5 for horizontal and 6.5 cm for vertical component. The main conclusion is that 

it is possible to switch the feeding data of a rover receiver running a PPP engine between 

global- and local-based derived satellite information, with no loss of precision. The 

positioning engine does not need to be tuned to each type of satellite data, as long as 

some conditions (which are explained in the paper) are met during the generation of the 

local-based pseudo-clocks. This concept represents a great advantage in terms of 

flexibility for GPS users would consider to use different type of structure to improve their 

solutions on the field. 
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5. Wide-area neutral atmosphere model 

An approach for creation of wide area neutral atmosphere models was comprehensively 

described and discussed. A dataset with hourly surface meteorological measurements was 

used to create a new model for North America, called here UNBw.na. The meteorological 

values derived from the grids of the new model were compared with actual surface 

measurements, realized at stations which were not used in the calibration process. All 

analyses took into consideration the most recent version of UNB models, until now 

UNB3m. Results for all three meteorological parameters showed that a two-dimensional 

grid-based model could perform better than a latitude (only) based model (such as 

UNB3m). The reason for that is the capability of accommodating longitude or regional 

climatic characteristics of the continent. Regions where the performance of the old model 

was not satisfactory had results significantly improved with the new model. Investigation 

of the performance of both models (UNBw.na and UNB3) with radiosonde ray-traced 

delays at a few sample stations showed that UNBw.na generally has a better fit to the 

yearly behavior of the zenith delays. It was also possible to notice that results from 

UNBw.na are more consistent between stations at different locations than when using 

UNB3m. In terms of general conclusions, UNBw.na was shown to be consistently better 

than UNB3m in several aspects. The adopted procedure for the grid calibration worked in 

an adequate way, resulting in a reliable model. Further research on this topic should 

involve investigation of lapse rate parameters, which were not calibrated in this work. 

The model for delay computation, which has not been modified so far, will also be 

reviewed. Assimilation of different data, such as numerical weather models or 

contemporary standard atmospheres, still needs to be investigated. 
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Appendix A: UNB3m_pack, a Neutral Atmosphere Delay Package for 

Radiometric Space Techniques 

 

In this appendix I am presenting UNB3m_pack, a package with subroutines in 

FORTRAN and corresponding functions in MatLab which provide neutral atmosphere 

information estimated using the UNB3m model. The main goal of UNB3m is to provide 

reliable predicted neutral atmosphere delays for users of GNSS and other 

transatmospheric radiometric techniques. Slant neutral atmosphere delays are the main 

output of the package, however it can be used to estimate zenith delays, Niell mapping 

functions values, delay rates, mapping function rates, surface pressure, temperature and 

relative humidity and the mean temperature of water vapour in the atmospheric column. 

The subroutines work using day of year, latitude, height and elevation angle as input 

values. The files of the package have a commented section at the beginning, explaining 

how the subroutines work and what the input and output parameters are. The subroutines 

are self contained; i.e., they don’t need any auxiliary files. The user has simply to add to 

his/her software one or more of the available files and call them in the appropriate way. 

A.1. UNB3m_pack 

Although slant neutral atmosphere delays are the main output of the UNB3m package, it 

can also be used to estimate zenith delays (hydrostatic, non-hydrostatic and total), Niell 

mapping function values (hydrostatic and non-hydrostatic), delay rates, mapping function 

rates, station barometric pressure, temperature, relative humidity, and mean temperature 
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of water vapour. These values are a function of day of year, latitude and height and (for 

some parameters) elevation angle, as shown in the previous section. 

 

The package is made available as a zip-compressed file (UNB3m_pack.zip) which 

contains the following files: 

 

UNB3m.f – FORTRAN code for delays subroutine; 

UNB3mr.f – FORTRAN code for delay rates subroutine; 

UNB3mm.f – FORTRAN code for meteorological values subroutine; 

UNB3m.m – MatLab code for delays function; 

UNB3mr.m – MatLab code for delay rates function; 

UNB3mm.m – MatLab code for meteorological values function; 

Readme.txt – description of package contents. 

Leandroetal2006.pdf – Reference paper for UNB3m (PDF). 

 

Each one of the source code files has a commented section at its beginning, explaining 

how the subroutine works and what the inputs and outputs (with format and units) are. 

The subroutines are self contained; i.e., they don’t need any auxiliary files. The user has 

simply to add to his/her software one or more of the available files listed above and call 

them in the appropriate way. 
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A.2. Using UNB3m subroutines 

This section explains how to use the UNB3m subroutines, both the FORTRAN and 

MatLab versions (in this case, functions). There is one subsection for each type of 

subroutine: delays, delay rates, and meteorological values, respectively. All input and 

output variables are of type DOUBLE. The subroutines were implemented in FORTRAN 

77 and MatLab 7.2, however because they are based on basic mathematical operations, 

only minor changes (if any) would be necessary to run them using other versions of either 

FORTRAN or MatLab. 

 

A.2.1. UNB3m – Delays subroutine 

This is the primary subroutine of the package. It uses the UNB3m model to calculate the 

slant neutral atmospheric delay for a given latitude, height, day of year (DOY), and 

elevation angle. 

 

How this subroutine works 

1) A look-up table is used to calculate mean sea level (MSL) values for pressure, 

temperature, relative humidity, temperature lapse rate, and water vapour pressure 

(WVP) height factor (for given latitude and DOY). 

2) MSL water vapour pressure is computed according to IERS Conventions 2003 

(IERS, 2004). 

3) Pressure, temperature, and WVP values are computed for the station height. 
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4) Zenith hydrostatic and non-hydrostatic delays are computed using modified 

Saastamoinen formulas. 

5) Computation of hydrostatic and non-hydrostatic Niell mapping function values.  

6) Total slant delay is determined using equations (4) and (5). 

 

Input and output parameters of the subroutine 

The parameters are listed in Table A.1. 

 

Table A.1. UNB3m input and output. 

INPUT 

Variable Description Units 

LATRAD Station geodetic latitude radians 

HEIGHTM Station orthometric height metres 

DAYOYEAR Day of year days 

ELEVRAD Elevation angle radians 

OUTPUT 

Variable Description Units 

RTROP Total slant delay metres 

HZD Hydrostatic zenith delay metres 

HMF Hydrostatic Niell mapping function unitless 

WZD Non-hydrostatic zenith delay metres 

WMF Non-hydrostatic Niell mapping 

function 

unitless 

 

Syntax in FORTRAN (UNB3m.f file) 

Call UNB3m(LATRAD,HEIGHTM,DAYOYEAR, 

ELEVRAD,HZD,HMF,WZD,WMF,RTROP) 

 

Syntax in MatLab (UNB3m.m file) 
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[RTROP HZD HMF WZD WMF]= 

UNB3m(LATRAD,HEIGHTM,DAYOYEAR,ELEVRAD) 

 

A.2.2. UNB3mr – Delay rates subroutine 

This subroutine uses UNB3m to calculate the slant neutral atmospheric delay rate for 

given latitude, height, day of year, and elevation angle. 

 

How this subroutine works 

Steps 1 to 4 are the same as for the UNB3m subroutine. 

 

5) Computation of hydrostatic and non-hydrostatic Niell mapping function rates.  

6) Total slant delay rate is determined using equations (4), (5) and (9). 

 

Input and output parameters of the subroutine 

The parameters are listed in Table A.2. 

 

Table A.2. UNB3mr input and output. 

INPUT 

Variable Description Units 

LATRAD Station geodetic latitude radians 

HEIGHTM Station orthometric height metres 

DAYOYEAR Day of year days 

ELEVRAD Elevation angle radians 

OUTPUT 

Variable Description Units 

HZD Hydrostatic zenith delay metres 

DHMFDEL Hydrostatic Niell mapping 

function rate 

radians-1 
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WZD Non-hydrostatic zenith delay metres 

DWMFDEL Non-hydrostatic Niell mapping 

function rate 

radians-1 

DRATE Total slant delay rate metres radians-1 

 

Syntax in FORTRAN (UNB3mr.f file) 

Call UNB3mr(LATRAD,HEIGHTM,DAYOYEAR, 

ELEVRAD,HZD,DHMFDEL,WZD,DWMFDEL,DRATE) 

 

Syntax in MatLab (UNB3mr.m file) 

[DRATE HZD DHMFDEL WZD DWMFDEL]= 

UNB3mr(LATRAD,HEIGHTM,DAYOYEAR,ELEVRAD) 

 

A.2.2. UNB3mm – Meteorological values subroutine 

This subroutine uses UNB3m to calculate the estimated surface temperature, surface 

pressure, surface water vapour pressure, and mean temperature of water vapour for given 

latitude, height, and DOY. 

 

The goal of this subroutine is to allow the user to access meteorological values computed 

from the UNB3m look-up table to be used with delay computation algorithms different 

from Saastamoinen, which is used in the UNB3m delay and delay rates subroutines. A 

value for the mean temperature of water vapour is provided, which is useful for deriving 

water vapour quantities from zenith delays determined with GNSS, for example. 
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How this subroutine works 

Steps 1 to 3 are the same as for the UNB3m subroutine. 

 

4) Mean temperature of water vapour is computed. 

 

Input and output parameters of the subroutine 

The parameters are listed in Table A.3. 

 

Table A.3. UNB3mm input and output. 

INPUT 

Variable Description Units 

LATRAD Station geodetic latitude radians 

HEIGHTM Station orthometric height metres 

DAYOYEAR Day of year days 

OUTPUT 

Variable Description Units 

T Surface temperature kelvins 

P Surface pressure millibars 

E Surface water vapour pressure millibars 

TM Mean temperature of water 

vapour 

kelvins 

 

Syntax in FORTRAN (UNB3mm.f file) 

Call UNB3mm(LATRAD,HEIGHTM,DAYOYEAR, T,P,E,TM) 

 

Syntax in MatLab (UNB3mm.m file) 

[T P E TM]= UNB3mr(LATRAD,HEIGHTM,DAYOYEAR) 
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A.3. UNB3m_pack retrieval 

UNB3m_pack can be downloaded from the website of the Department of Geodesy and 

Geomatics Engineering of the University of New Brunswick:  

 

http://gge.unb.ca/Resources/unb3m/unb3m.html 

 

In order to decompress the file the user can use one of the many 

compression/decompression applications available on the Internet, such as Filzip 

(http://www.filzip.com/) or Winzip (http://www.winzip.com/) for Windows OS with 

comparable applications for Macintosh, UNIX, and Linux OS. The uncompressed text 

files have DOS end-of-line delimiters. 
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