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Abstract

This thesis focuses on improvement of methods for processing GPS data to detect regional crustal deformation signals of centimetre or even millimetre level, based on the DIfferential POsitioning Program (DIPOP) GPS software package.

The experimental field is the Western Canada Deformation Array (WCDA), a regional continuous GPS tracker network for monitoring crustal deformation in western Canada. As part of the Canadian National Earthquake Hazards Program, WCDA was established by the Geological Survey Canada, Natural Resources Canada primarily for the study of the seismic hazard in this region.

DIPOP is a development of the Department of Geodesy and Geomatics Engineering, University of New Brunswick. Since the birth of DIPOP 1.0 in 1985, DIPOP has been continuously upgraded with the advance of GPS and computer techniques, and is still under development.

Since error correction models directly affect the quality of processing results, the models of the tide and residual atmospheric delay corrections have been tested with the longest baseline of the WCDA network. Also, a weeklong GPS data set from 7 WCDA baselines was processed to evaluate the performance of DIPOP. The solutions for both the height component and baseline length show daily repeatability better than 1 cm for baselines ranging from 254 to 672 km. Differences between the weekly solutions from DIPOP and the ITRF2000 solutions published by International Earth Rotation Service
(IERS) are of the order of a few centimetres in the components of latitude, longitude, and height.

In order to test the capability of DIPOP to extract deformation signals, a continuous 52-week data set from 3 selected WCDA baselines was processed. Annual movement rates for the components of latitude, longitude, and height were estimated by weighted least squares linear fitting and assessed by values of the coefficient of determination and the F-test. The daily time series of the position solutions at the 3 remote sites show movement rates of 0.4 - 1.4 cm per year and -7.8 - 2.6 mm per year in the horizontal and vertical components, respectively.

By analyzing the processed results, potential error sources affecting the accuracy of the DIPOP solutions were assessed. It is suggested that the methods for estimating residual tropospheric delay and correcting receiver antenna phase center variation need to be improved; and reduction of multipath interference needs to be taken into consideration in data processing for high-precision positioning.

Improvement of the technique for detecting and fixing cycle slips was also studied. A method of automatically detecting cycle slips was developed and implemented in the preprocessor PREDD of DIPOP. The new method shows better efficiency for data processing with DIPOP.
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Chapter 1

Introduction

While the Global Positioning System (GPS) is widely applied by the military, civilian, industrial and scientific communities due to its capability of providing 24-hour, all-weather global positioning, improving the accuracy of GPS long distance positioning is still an important topic in current GPS research and development. This thesis focuses on improvement of methods for processing GPS data to detect regional crustal deformation signals.

In this chapter the background of the research is first introduced; then the GPS applications in crustal deformation research are reviewed, the problems are stated, and objectives of the current research are given; finally the outline of the thesis is given.

1.1 Research Background

Loss of life and damage to property caused by natural hazards such as earthquakes is enormous. In the current seismological studies, geomatics has come to play an increasingly important role. Project ENV#17, Natural Hazards and Disaster Monitoring, is one of the environment and marine projects supported by the Geomatics for Informed
Decisions (GEOIDE) Network of Centres of Excellence (NCE) research investment program. Its main goal is to provide information essential to theoretical deformation models which enable us to estimate the characteristics of future damaging earthquakes, especially on the west coast of Canada where earthquake activity is frequent.

As a partner of the project, the GPS research group in the Department of Geodesy and Geomatics Engineering, University of New Brunswick (UNB), led by Professor Richard B. Langley, undertook to improve GPS data analysis methods. UNB’s DIfferential POsitioning Program (DIPOP) was selected for use in this study, and a project was initiated to further enhance the accuracy of the software. The work described in this thesis is a part of the project.

1.2 GPS Applications in Monitoring Regional Crustal Deformation

In recent years, the success of GPS applications in geodynamics is remarkable. The GPS applications for monitoring crustal motion are mainly in three fields:

a) global and continental plate motion and deformation analysis;

b) regional crustal motion analysis;

c) local monitoring of deformation and subsidence.

Global deformation monitoring is used in the study of global plate tectonics. Stations for global deformation monitoring are distributed worldwide with a spacing of about 1000 km or more. For example, the GPS tracking network of the International GPS Service (IGS), an international network of over 300 continuously operating permanent
GPS stations, supports global-scale scientific activities such as improving the International Terrestrial Reference Frame (ITRF), monitoring deformations of the solid Earth and variations in the liquid Earth, and in Earth rotation, determining orbits of scientific satellites and so on.

The monitoring of local deformation belongs to the field of deformation analysis in engineering surveying. In most cases the inter-point distances are very small, hence an accuracy of a few mm can be achieved, and very small deformations can be detected.

A GPS regional crustal deformation monitoring network is usually distributed with inter-point distances of a few hundred km and is installed in some seismically or volcanically active areas of high risk, like the San Andreas Fault in California in the United States, the Kanto-Tokai region in Japan, and south-western British Columbia in Canada. The study in this field has already shown significant results.

The first continuously operating regional crustal deformation monitoring GPS array in the world was established in April 1988 in Kanto-Tokai, Japan. The array consists of 10 permanent GPS stations distributed with a spacing of approximately 100 km. A time series result from 32 biweekly positions of the GPS network between April 1988 and August 1989 showed a deformation rate at a level of 1-3 cm/year over these regional scale baselines with only 16 months of data [Bock, 1991]. These early results indicated the advantage of the GPS continuous tracking capability.

In view of the known crustal deformation rates of a few cm/year or only mm/year, a relative accuracy of a few parts in $10^8$ must be provided for station spacing larger than 100 km. In the 1990s, the GPS technique for measurements of long distances made significant improvements with the completion of important events. In 1993, the United
States declared the initial operating capability of the GPS system. The constellation of GPS satellites allows for a simultaneous observation of at least four GPS satellites from anywhere on the surface of the Earth at anytime. In January 1994, the International GPS Service for Geodynamics formally began to provide precise orbit information worldwide. It is now known as International GPS Service (IGS). The current IGS precise orbit accuracy based on comparisons with independent laser ranging results is better than 5 cm according to the published report of the IGS products in 2001. In the meantime, the revolution in the electronic and computer industry pushed the development of GPS. GPS receivers have become more powerful with all-satellites-in-view tracking capabilities, low-noise measurement, and low-cost and so on. Many GPS software packages now offer an automatic processing capability with a high accuracy.

Today an accuracy of 1 part in $10^8$ in static relative positioning is realizable; this means that a 1000 km baseline can be measured with only 1 cm error. Through recent advances in GPS techniques, it is now possible to detect regional-scale crustal deformation and to provide direct evidence for seismological studies.

The detection of crustal deformation associated with seismic or volcanic activity has been reported. The nationwide GPS array in Japan, one of the largest continuous GPS arrays in the world, successfully monitored the crustal deformation caused by some major earthquakes. They include the Hokkaido-Toho-Oki earthquake in October 1994 (M8.1), the Sanriku-Harruka-Oki earthquake in December 1994 (M7.5), and the Kobe earthquake in 1995 (M7.2). The data from this GPS array vividly recorded crustal deformation before, after, and at the time of the earthquakes and provided primary information for
constructing numerical features of the faults which caused earthquakes in those regions [Tsuji et al., 1996].

The data from GPS continuous crustal deformation monitoring also can provide evidence for geophysical theory. A recent paper [Dragert et al., 2000] from the magazine "Science" reported a silent slip event on the deep Cascadia subduction zone interface. In that area, time series results from 7 GPS site coordinates reversed their direction of daily varying trend in both latitude and longitude in the summer of 1999. No seismicity was associated with this sudden event. The detection demonstrates that the slip of the hotter and plastic part of the subduction interface zone can occur in discrete pulses or steps.

Continuous and accurate information of relative position is one of primary needs for the analysis of crustal deformation. The information is essential to refine the regional crustal deformation models and even to make long-term earthquake predictions in the region. GPS is the tool that can provide this kind of information. GPS daily solutions from the continuously operating GPS crustal deformation monitoring network had been used to estimate the velocities and strain-rate of crustal motion in the region [Chen, 1998; Khazaradze et al., 1999]. It is believed that the GPS technique has played an important role in monitoring crustal deformation

1.3 Objectives and Contributions of the Thesis

In the application of GPS to monitoring crustal deformation, there are still a few important limitations including multipath interference, unmodeled tropospheric and ionospheric delays, and antenna phase-center-variations and uncorrected cycle slips.
These limitations are expected to be eliminated by improvements of the data analysis methods. The objective of this thesis is to detect regional crustal deformation signals of centimetre or even millimetre level by improvement of methods for processing GPS data.

The contributions of this thesis primarily consist of three parts. The first part assessed the performance of the UNB software package DIPOP. The assessment was performed by a systematical test of DIPOP for the estimation of residual tropospheric zenith delay and the correction models of solid body, ocean loading, and pole tides, the analysis of repeatability of daily solutions, and a comparison between DIPOP’s and IERS’s ITRF solutions. The second part was aimed at the improvement of the cycle slip detection technique. The implementation of a new method for automatically detecting cycle slips significantly improved the efficiency of data processing for a regional continuous GPS monitoring network. Finally, a 52-week-long data set was processed to estimate the crustal deformation rate. The results demonstrate the capability of DIPOP in providing high-precision GPS solutions. The recommendations suggest some studies on further improving DIPOP.

1.4 Outline of the Thesis

Chapter 1 introduces the background to the research and gives an overall review of current GPS applications for crustal deformation studies in the world, and then gives the thesis objectives.

Chapter 2 introduces background knowledge of the geological structure in western Canada: earthquake activities and plate tectonic setting in this region; briefly
describes the plate tectonics theory; and finally gives a detailed introduction to the Western Canada Deformation Array (WCDA) including its goals, configuration, equipment, and data collection.

Chapter 3 introduces the history of development of the DIfferential POsitioning Program software package and its main features; and describes its basic adjustment principle, functions, basic structure and main algorithms of three main programs  (PREGO, PREDD and MPROC including post-processing program PPROC) in detail.

Chapter 4 discusses the main models involved in DIPOP including estimation of residual tropospheric delay and tidal corrections; gives the procedure and results of a test in which WCDA GPS data collected over a one-week period are processed with DIPOP and comparisons are made between the DIPOP coordinate weekly solutions and the ITRF coordinate solutions published by IERS; and finally error analysis of the DIPOP solutions and a summary of the test are given.

Chapter 5 discusses new algorithms added to PREDD for automatically detecting cycle slips; shows some test examples for demonstrating the efficiency of the new algorithms; and briefly describes the features of cycle slips detection and repair.

Chapter 6 describes the long (one-year) data set from WCDA and the estimation strategies applied to the data processing in detail; it gives the velocities of movement of 7 WCDA sites estimated by the daily solutions with respect to the reference station DRAO (Dominion Radio Astrophysical Observatory) and the corresponding statistical information of all the solutions.

Chapter 7 summarizes the thesis with conclusions and recommendations for future work.
Chapter 2

Western Canada Deformation Array

The Western Canada Deformation Array (WCDA) is a permanent regional GPS network for monitoring crustal deformation. Its purpose is to help geoscientists understand the underlying causes of earthquakes, and improve the characterization of the associated earthquake hazard in western Canada.

This chapter first introduces the earthquake activity and the geological environment of western Canada. The second section describes the WCDA network.

2.1 Earthquakes in Western Canada Region

The record published by the Geological Survey of Canada (GSC) of Natural Resources Canada (NRCan) at the Web site <http://www.pgc.nrcan.gc.ca/seismo> shows that more than 100 earthquakes with magnitude of 5 or greater occurred in western Canada in the past 70 years. And there were 5 recorded earthquakes of magnitude 7 or larger in this region in the past 300 years. Figure 2.1 from the GSC Web site <http://www.pgc.nrcan.gc.ca/seismo/recent/wc.5yr.html> displays the distribution of the earthquakes between 1996 and 2001.
How often do the earthquakes occur in western Canada? Every Day! Scientists at the Geological Survey of Canada record and locate approximately 1000 earthquakes each year in western Canada.

Severe earthquakes and their terrible aftereffects are one of the most frightening and destructive phenomena of nature. We naturally want to know why there are so many earthquakes in the region. Since earthquakes are a result of geological structure activities, understanding the correlation of earthquakes with geological structure will be helpful for finding out an answer to the question.
2.1.1 Earthquakes and Plate Tectonics

According to plate tectonics theory, the Earth’s surface is characterized by relatively aseismic units or plates carrying both continental and oceanic crust [Lambeck, 1988]. These plates are large pieces of the upper few hundred km of the Earth that move more or less as a single unit. They are formed along the oceanic ridges from uprising material and can move relative to each other through a process of crustal destruction along some boundaries of the plates and crustal creation along others. The map in Figure 2.2 from the Web site <http://eqseis.geosc.psu.edu/~cammon/HTML/Classes/IntroQuakes/Notes/> shows the major plates. These plates usually move at a velocity within a range of 1 to 15 cm per year. Today, the movement of tectonic plates can be directly measured by a variety of geodetic technologies, including Satellite Laser Ranging (SLR), Very Long Baseline Interferometry (VLBI), and Global Positioning System (GPS).

Figure 2.2 The major plates of the Earth (from the Department of Geosciences, Pennsylvania State University, USA [July 31, 2001])
Figure 2.3 from the Web site <http://eqseis.geosc.psu.edu/~cammon/HTML/ Classes/IntroQuakes/Notes/> locates earthquake events (dots) around the globe between 1965 and 1995. They are not evenly distributed. By comparing Figures 2.2 and 2.3, we can see that most earthquakes occurred along the boundaries between the plates. This fact indicates there is a high correlation between earthquake activity and plate tectonic movements.

![Figure 2.3 Locations of earthquakes around the globe between 1965 and 1995 (from the Department of Geosciences, Pennsylvania State University, USA [July 31, 2001])](image)

An earthquake is a sudden movement of the Earth, caused by the abrupt release of strain that has accumulated over a long time [Shedlock and Pakiser, 1997]. For hundreds of millions of years, the Earth has been shaped as the huge plates that form the Earth's surface slowly move over, under, and past each other. Sometimes the movement is gradual. At other times, the plates are locked together, unable to release the accumulating energy. When the accumulated energy grows strong enough, the plates break free.

The plates can either slide past one another, or they can collide, or they can move apart. The western coast of Canada is one of the few areas in the world where all three of
these types of plate movements take place due to the setting of specific plate tectonics in this region.

## 2.1.2 Plate Tectonics Setting in Western Canada Region

The western Canada area is close to the boundary between two major plates, the North American and the Pacific plates (see Figure 2.4 from the Web site of <http://www.pgc.nrcan.gc.ca/seismo/eqinfo/plates.htm>). Near to the boundary, there are a few smaller plates, such as the Juan de Fuca plate, Explorer plate, and South Gorda plate, as well as the Queen Charlotte fault and the Cascadia subduction zone. The complicated plate tectonic setting is accompanied by high earthquake activity in the area.

![Figure 2.4 Plate tectonic setting of western Canada](from the GSC Pacific Division of NRCan [December 31, 2001])
In fact, each earthquake indeed corresponds to particular plate tectonic regimes. Most of the earthquakes occur in areas of fractured oceanic crust, which mark boundaries of the small plates (the Juan de Fuca and Explorer plates). Earthquake activity is also high in the Cascadia subduction zone. The Juan de Fuca plate dips below the easterly neighboring North American plate. Thus, both deep (dipping plate) and shallow (overriding plate) earthquakes occur in this zone. Another region of high seismicity is defined by a zone of plate breakage or "faulting" immediately west of the Queen Charlotte Islands (the Queen Charlotte fault).

Earthquakes in western Canada occur along the faults in the offshore region; within the subducting ocean plate; and within the continental crust. Moving inland from the coast and the active plate boundaries, the frequency and size of the earthquakes decrease.

If the earthquake occurs in a populated area, it may cause many deaths, injuries and extensive property damage. If earthquakes could be predicted, many lives could be saved.

2.2 The WCDA Network

A question asked often about earthquake hazards is whether the earthquakes can be predicted. With the present state of scientific knowledge, it is not yet possible to predict earthquakes and specify in advance their exact date, time and location of occurrence. However, the continuing studies of earthquake hazards may eventually allow geoscientists to achieve the goal. In western Canada, many different types of studies are
conducted by scientists to improve the understanding of earthquake hazards. The study of contemporary crustal deformation is an important aspect of these studies.

2.2.1 Configuration of the WCDA Network

Crustal deformation is constantly taking place in response to movement associated with the Earth's plate tectonics. Because plate tectonics are global in scale, only modern space geodetic techniques, including VLBI, SLR, and GPS, can provide direct evidence for the studies of plate tectonic movement by monitoring the crustal deformation.

As part of the Canadian National Earthquake Hazards Program, the WCDA network has been established by the Geological Survey of Canada (GSC) primarily for the study of the seismic hazard in western Canada. The first site to be installed was DRAO (Penticton, B.C.) in 1991. By 2001 the WCDA network had grown to 12 sites (see Figure 2.5 and Table 2.1). The regional network spans southwestern British Columbia, which is the most seismically active, and one of the most densely populated regions in Canada. The GPS network also serves as the northern portion of the Pacific Northwest Geodetic Array (PANGA).
Figure 2.5 Configuration of the WCDA network (PGC1 is a site used for receiver and antenna testing. NEAH is a site operated by the University of Washington)

Table 2.1 WCDA network sites

<table>
<thead>
<tr>
<th>Site</th>
<th>Latitude (° ′ ″)</th>
<th>Longitude (° ′ ″)</th>
<th>Starting Date</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRAO</td>
<td>N 49 19 21.4</td>
<td>E 240 22 30.1</td>
<td>FEB 1991</td>
<td>Penticton, B.C.</td>
</tr>
<tr>
<td>ALBH</td>
<td>N 48 23 23.2</td>
<td>E 236 30 45.1</td>
<td>MAY 1992</td>
<td>Victoria, B.C.</td>
</tr>
<tr>
<td>HOLB</td>
<td>N 50 38 25.3</td>
<td>E 231 51 54.0</td>
<td>JULY 1992</td>
<td>Holberg, B.C.</td>
</tr>
<tr>
<td>NANO</td>
<td>N 49 17 41.3</td>
<td>E 235 54 48.7</td>
<td>MAY 1995</td>
<td>Nanoose Bay, B.C.</td>
</tr>
<tr>
<td>NEAH</td>
<td>N 48 17 58.2</td>
<td>E 235 22 30.3</td>
<td>OCT 1995</td>
<td>Neah Bay, WA, USA</td>
</tr>
<tr>
<td>UCLU</td>
<td>N 48 55 32.3</td>
<td>E 234 27 30.1</td>
<td>MAY 1994</td>
<td>Ucluelet, B.C.</td>
</tr>
<tr>
<td>WILL</td>
<td>N 52 14 12.3</td>
<td>E 237 04 43.7</td>
<td>SEP 1993</td>
<td>Williams Lake, B.C.</td>
</tr>
<tr>
<td>WSLR</td>
<td>N 50 07 35.5</td>
<td>E 237 49 55.9</td>
<td>SEP 1996</td>
<td>Whistler, B.C.</td>
</tr>
<tr>
<td>CHWK</td>
<td>N 49 09 21.6</td>
<td>E 237 59 29.8</td>
<td>NOV 1998</td>
<td>Chilliwack, B.C.</td>
</tr>
<tr>
<td>NTKA</td>
<td>N 49 35 32.6</td>
<td>E 233 23 0.2</td>
<td>MAY 2000</td>
<td>Nootka Island, B.C.</td>
</tr>
<tr>
<td>ELIZ</td>
<td>N 49 52 22.8</td>
<td>E 232 52 38.2</td>
<td>AUG 2000</td>
<td>Eliza Dome, B.C.</td>
</tr>
<tr>
<td>BCOV</td>
<td>N 50 59 51.4</td>
<td>E 233 09 26.6</td>
<td>NOV 2000</td>
<td>Beaver Cove, B.C.</td>
</tr>
<tr>
<td>PGC1</td>
<td>N 48 38 54.7</td>
<td>E 236 32 55.9</td>
<td>DEC 1989</td>
<td>Sidney, B.C.</td>
</tr>
</tbody>
</table>
The initial objectives of this regional array were: to provide high-quality GPS data for global geodynamic studies; to provide a precise, common reference frame for all deformation surveys carried out in this active seismic region; to serve as a strainmeter to map regional strain and monitor possible transient strain signals. The WCDA was a new tool being adopted in a program of crustal deformation studies.

For the application of GPS for monitoring regional-scale crustal deformation in western Canada, the differential positioning technique has been employed with respect to reference station DRAO. The reference site is located on the stable part of the North American (NA) plate and collocated at a VLBI site. It was chosen to be sufficiently remote from the actively deforming Cascadia subduction zone. On the other hand, the reference site is also close enough to the remote sites for elimination or significant reduction of the common errors in GPS relative positioning. The current studies indicate that the motion of DRAO referring to NA plate is insignificant [Argus and Heilin, 1995; Argus and Gordon, 1996; Larson et al., 1997]. The motions observed at the GPS remote tracking stations with the differential technique represent deformation of the surface relative to the stable reference station DRAO. The length of baselines formed with the reference station and the remote stations of the WCDA in the zone is within a range of 174 to 628 km.

2.2.2 Equipment and Data Acquisition of WCDA

Each WCDA site is equipped with a dual frequency, geodetic quality GPS receiver, atomic frequency standard, high-speed data communication and an un-interruptible
power supply. To ensure long-term reference point stability, each site is carefully monumented with a forced-centered concrete pier solidly anchored in bedrock. A GPS choke ring antenna is mounted on top of the pier using a specially constructed aluminum base that permits antenna alignment.

More detailed information on the sites can be obtained from the station log files on the Web site <http://www.pgc.emr.ca/geodyn/wcda/wcdalogs.htm>. The information in the station log files includes: site identification of the GPS monument; site location information; GPS receiver information; GPS antenna information; local site ties; frequency standard; collocation information; meteorological instrumentation; on-site, point of contact agency information; responsible agency; URL for more information; and appendix: antenna diagram.

Dual-frequency pseudorange and phase data, sampled at 30-sec intervals, are collected daily by an automated process. As part of this process, quality checks are performed routinely by three programs (GIMP8, GPSSPACE, QC/TEQC) which generate statistical summaries and plots of the past day's data for each site. Data from WCDA sites are forwarded automatically (upon validation) to the Canadian Active Control System (CACS) and to IGS. The RINEX format files of observations over the last one year from the current day are available on the public server <ftp://sikanni.pgc.nrcan.gc.ca/> under the directory /pub/gpsdata/rinex.
Chapter 3

DIPOP Software Package

The DIfferential POsitioning Program (DIPOP) is a GPS software package developed at the Department of Geodesy and Geomatics Engineering, University of New Brunswick. DIPOP has been continuously upgraded with improvement of GPS and computer techniques from the original DIPOP 1.0 (1985) to the current version. Over the past 15 years or so, it has been involved in a variety of GPS studies.

The first section of this chapter reviews the history of development of the DIPOP software package. The second section describes the basic adjustment principle, functions, basic structure and main algorithms of the three main programs (PREGO, PREDD and MPROC including post-processing program PPROC). A summary is given in the third section.

3.1 Review of DIPOP Software Package Development

The first version of DIPOP, documented by Santerre et al. [1985] and Vaniček et al. [1985], was written for the HP 1000 minicomputer in 1984/85 under contract with the Geodetic Survey of Canada. All programs of the version were written in the Hewlett
Packard FTN4X Fortran language. Its design comprehensively considered various factors that might affect observing and data processing strategies at that time and later, including the satellite constellation, cost and refinement of receiver, satellites' and receivers' clock errors, ionospheric and tropospheric delays, ambiguity estimation and orbit error. The basic frame work (Figure 3.1) for development of DIPOP included: a set of preprocessors, a main processor (MPROC), and a postprocessor (PPROC). The first generation preprocessors only worked with Macrometer V-1000 and Texas Instruments TI 4100 receivers.

![Figure 3.1 General program structure](Vaníček et al., 1985)
Two years later, a new generation, DIPOP 2.0 documented by Santerre [1987], was born. In 1989, the version 2.1, documented by Kleusberg et al. [1989], was generated. During the period of these years, DIPOP underwent extensive tests and uses and was continuously modified. The new version was written in FORTRAN 77 and implemented on the HP1000, VAX, IBM PC and Macintosh computers. The modified preprocessor for TI 4100 took advantage of the dual frequency receiver. It consisted of two main programs: PREGE and PREDD. The first one, PREGE, was used to eliminate obvious data errors and to detect and fix cycle slips in the one-way phase observations (one receiver, one satellite). In the program PREDD, phase double differences were used to detect and correct the remaining small cycle slips of the observations and the "cleaned" observations are stored in an output file for the main processor. The structure of the TI 4100 preprocessor has been kept until the current version. The main processor, MPROC, was also improved in the new version. Multiple options were added for ionospheric and tropospheric refraction corrections. Mathematical correlation between double differences of two stations was taken into account. All results from MPROC are output to files rather than printed out like in the first version. A new program (DPDIM) was created to define the parameters' dimensions during compiling MPROC and PPROC. Other modifications are detailed in the documents mentioned above.

The GPS technique has become increasingly mature and perfected during the 1990s. The satellite constellation was completed. The IGS service formally began on 1 January 1994. RINEX format is widely used. In the meantime, theoretical developments also continued at full speed. All these activities provide a good circumstance for the GPS software development. The draft version of document of third generation DIPOP was
issued in 1993 [Georgiadou et al., 1993]. After that version, DIPOP is still under development. Documentation of a formal version for the third generation DIPOP is being planed.

Besides the version used by the author, there were also some special versions of DIPOP including those by Parrot, Chen, Santos, and van der Wal (see Appendix A). They were used in different GPS applications, such as the test of GPS instruments, the analysis of crustal deformation and structural deformation, the correction of atmosphere, the orbit determination, the correction of cycle slips, and the improvement of data processing methods and so on.

The next section details the third generation DIPOP, the current version that is used by the author. In all the following sections, DIPOP denotes the current version.

### 3.2 DIPOP Software Package

The current DIPOP software package consists of three main programs: PREGO (PREGE), PREDD and MPROC including PPROC. All the programs of DIPOP are written in Fortran 77. Figure 3.2 gives a flowchart of the software package. It is designed to run in the shell environment of the UNIX Operation System and uses a command line user interface. Each main program has a command input file. The needed parameter values of each main program and selections of models are designated in its command file.
Figure 3.2 The flowchart of DIPOP
3.2.1 Principles of Adjustment in DIPOP

The equation of GPS carrier phase observations is usually expressed as:

\[ \Phi(t) = \lambda \phi(t) = \rho(t) + c(t) - dt_{t\rightarrow t} - c(t) - d_{t\rightarrow t} + \lambda N + \varepsilon(t) \]  

\[ (3.1) \]

where \( t \) is the nominal reception time, \( \tau \) is the signal travel time from satellite to receiver, \( \lambda \) is carrier wavelength, \( \phi(t) \) is carrier phase measurement, \( \Phi(t) \) is the carrier phase measurement in units of distance, \( \rho(t) \) is satellite-to-receiver distance, \( c \) is speed of light in a vacuum, \( d_{t\rightarrow t} \) is satellite clock error, \( d_{t\rightarrow t} \) is receiver clock error, \( d_{t\rightarrow t} \) is tropospheric delay error, \( d_{t\rightarrow t} \) is ionospheric delay error, \( N \) is the integer carrier phase ambiguity, and \( \varepsilon(t) \) is random errors including measurement error in carrier phase observations and the effect of multipath and receiver noise.

In DIPOP’s data analysis, the double differences of carrier phases are used. The double differences can be expressed as:

\[ \Phi_{ji}^{qp} = \lambda \phi_{ji}^{qp} = \lambda (\phi_{ji}^{qp} - \phi_{ji}^{qp}) - \lambda (\phi_{ji}^{qp} - \phi_{ji}^{qp}) \]

\[ (3.2) \]

where superscript \( p \) and \( q \) indicate satellite \( p \) and satellite \( q \), and the subscript \( i \) and \( j \) represent two stations, \( i \) and \( j \), respectively. The other terms are as defined in the above equation (3.1). It is obvious that the principal advantage of the double differences is to cancel most of the clock errors \( d_{t\rightarrow t} \) and \( d_{t\rightarrow t} \) from the observations while the small clock errors caused by receiver clock drifts and satellite frequency offset are neglected.
Notice that the ambiguity $N_{ji}$ in equation (3.2) still keeps the character of an integer because it is simply the difference of integers. The ambiguity is estimated in the least-squares adjustment along with the coordinates of remote receivers.

For a short baseline, the effect of atmosphere delays also can be efficiently reduced using the double difference, since received signals by two near-by stations propagate almost along similar paths. But the atmospheric delays are a main error source of double difference observations in long baseline measurements.

The effects of mutipath and noise cannot be mitigated with the double difference mode or any linear combinations of observations, because they are independent of the specific receiver-satellite geometry. They have been a main factor in limiting the accuracy in GPS measurements.

### 3.2.2 Preprocessors: PREGO and PREDD

The goal of the preprocessors is to supply clean observations and information of satellite orbits for the main processor. The program PREGO operates on one-way single or dual frequency observations. The program is the first step for cleaning raw GPS data from single receiver. Its command file provides input and output file names, antenna information of the station, the parameters that control the quality checking and the setting of the observation time window.

PREGO performs the tasks of reading the raw data, eliminating bad observations and detecting and correcting cycle slips using a single frequency or dual frequency algorithm. A detailed description of these algorithms is given in the document, "GPS Data"
Preprocessing with DIPOP 3.0 [Georgiadou et al., 1993]. PREGO has the ability to process observations in 4 formats including UNB format, short UNB format, GSC format, and RINEX format (versions 1 and 2). In addition, PREGO produces an output file for the preprocessor PREDD and a summary file for users. Due to the receiver clock error, PREGO is mainly useful in reduction of large cycle clips to the few cycle level [Kleusberg et al., 1989].

As a continuation of preprocessing data, the program PREDD performs mainly the following tasks:

- read input data (a command file, ephemeris files, and observation files);
- scan input data for large gaps;
- edit data to perform such tasks as eliminate bad satellites and remove the observations below a specified elevation angle cutoff;
- compute satellite coordinates;
- detect, determine, and repair the remaining cycle slips;
- output clean phase double differences and satellite coordinates for the main processor.

In contrast to the analysis of one-way observations in program PREGO, the program PREDD employs phase double differences. The use of this mode makes PREDD able to detect the small cycle slips missed by PREGO due to cancellation of the impact of satellite clock and receiver clock errors. PREDD reads needed information from its command file such as input and output file names, station names, and approximate ellipsoidal coordinates of the stations. The command file also contains other parameter values used for editing data, scanning for large gaps, removing cycle slips, and setting the
elevation angle cutoff. Considering the different sensitivities of different linear combinations to cycle slips, there are multiple options for selecting different linear combinations and setting their corresponding threshold values for detecting cycle slips in the command file. Users can delete bad observations by specifying the satellite number and observation time in the command file.

Running PREDD to remove cycle slips is an automatic procedure. But threshold values for detecting cycle slips are preset in the command file specified by users. If the values are improper, falsely detecting or missing cycle slips will happen. As a result, the cycle slips will be seen in plots of the residuals from the program MPROC. According to the author's experience with DIPOP, it takes a lot of time to determine an appropriate value for the threshold of detecting cycle slips in a particular data set and is a trial-and-error process. So a filter to automatically remove cycle slips is needed in DIPOP. This is needed particularly for processing a large amount of GPS data or for production work.

### 3.2.3 Main Processor and Postprocessor: MPROC and PPROC

MPROC is the main processor of DIPOP. It performs one main task: sequential least-squares adjustment in baseline or in network mode using the cleaned data from the program PREDD. As a subroutine of the main program MPROC, the postprocessor PPROC is in charge of the post-processing.

The main program MPROC can estimate station coordinates, ionosphere delay and troposphere delay, and the nuisance or bias parameters (phase ambiguities, receiver clock parameters). It also computes the residuals using the final estimated parameter values.
Statistics of the adjustment results are written in a summary file. The error corrections considered in current version of DIPOP include the following terms: Earth tide, polar motion, ocean tide loading displacement, receiver clock error, ionosphere and troposphere delay.

The sections below present the models that are already applied to data processing in the main processor MPROC.

3.2.3.1 Tide Corrections

When GPS measurements require an accuracy at the cm level or better in relative positioning for medium or long baselines, various environmental effects must be taken into account. Among these effects, the deformations of the Earth induced by the tides, including solid Earth tide, pole tide and ocean loading tide, are important because they directly produce displacements of station positions. Corrections of the tide effects have been considered in the current version of DIPOP.

**The solid Earth tide** is the deformation of the solid Earth caused by tidal forces of the moon and the sun. At low altitudes, the Earth's surface is typically displaced through a range of 40 cm in a little more than 6 hours due to the deformation. The solid Earth displacement can be computed to an accuracy of about 2 mm. The remaining uncertainty is caused by the effects of lateral variations in Earth structure and inelasticity at tidal periods [Baker et al., 1995].

The effect on station coordinates induced by the Earth solid tide is most conveniently modeled as variations in the standard geopotential coefficients expressed as spherical
harmonic functions of time. The site displacements caused by the tides of spherical harmonic degree and order \((n, m)\) are characterized by the Love Number \(h_{nm}\) and Shida Number \(l_{nm}\). The effective values of these numbers depend on station latitude and tidal frequency [Wahr, 1981]. The dependence is a consequence of the ellipticity and rotation of the Earth, and includes a strong frequency dependence within the diurnal band. A further frequency dependence, which is most pronounced in the long period tidal band, arises from the mantle anelasticity which leads to corrections to the elastic Earth Love Number; these corrections have a small imaginary part and cause the tidal displacements to lag slightly behind the tide generating potential. All these effects need to be taken into account when an accuracy of 1 cm or better is desired in positioning. Consequently the anelastic Earth model is recommended for use in precise data analysis [McCarthy, 1996].

The vector \(\Delta\) of the displacements on a spherical Earth expressed in a topocentric system is given by equation [Bock, 1995]:

\[
\Delta = \sum_i \left[ \delta_1^{(i)}, \delta_2^{(i)}, \delta_3^{(i)} \right]^T
\]

\[
\delta_1^{(i)} = \frac{h_i U_i}{g}, \quad \delta_2^{(i)} = \frac{l_i \cos \phi_s \left( \frac{\partial U_i}{\partial \lambda_s} \right)}{g}, \quad \delta_3^{(i)} = \frac{l_i \left( \frac{\partial U_i}{\partial \phi_s} \right)}{g}.
\]

In the equation, \(i = 2, 3\) (2 for Moon and 3 for Sun), \(U_i\) is the tidal potential for a station due to a perturbing object (the Sun or the Moon), \(\phi_s\) and \(\lambda_s\) are geocentric latitude and east longitude of the Moon or the Earth respectively, \(h_i\) and \(l_i\) are vertical Love Numbers and the corresponding horizontal Shida Numbers respectively, and \(g\) is the gravity acceleration of the Earth.
\[ g = \frac{GM\oplus}{r_s^2} \]  

where the \( GM\oplus \) is gravitational parameter for the Earth, \( r_s \) is the coordinate vector from the geocentre to the station.

The correction of the solid Earth tide in DIPOP is computed with a subroutine program provided by Dehant et al. in June, 1996 at the ftp server <ftpserver.oma.be>, subdirectory /pub/astro/dehant/IERS/ (anonymous-ftp system). The effect of solid tide can be modeled to an accuracy of within 2 mm. The detailed information about the computation and use of parameter values is described in the IERS Technical Note 21 [McCarthy, 1996].

**The ocean loading tide** local site displacement is understood as an effect of elastic deformation of the Earth in response to time-varying surface loads. The reference point of zero deformation is the joint mass center of the solid Earth and the loads, while the sites are attached to the solid Earth. The convention implies that the rigid body change of the solid Earth that counterbalances the motion of the load's mass center is not contained in the local displacement model.

The ocean loading tide is the elastic response of the Earth's crust to the ocean tide on the Earth's surface and causes a local deformation. The deformation due to the ocean tide has a range of more than 10 cm for vertical displacement in some near-ocean locations. When mm positioning accuracy is required, even GPS measurements made 500 to 1000 km from the ocean require ocean loading corrections [Baker et al., 1995].

To model the ocean loading tide deformation at a particular site, an elastic Earth model is used and the response of the Earth to the surface mass load is computed. The
loading tide deformation is clearly site dependent because it changes with the spatial
distribution of the ocean tides with respect to the observation site, and both the nearby
and distant ocean tides are important to the calculation. Let $\Delta c$ denote a displacement
vector (radial, west-east, and south-north) at a particular site and time $t$. The displacement
vector due to the ocean loading tide is expressed in the form:

$$\Delta c = \sum_j \alpha_j \cos(\omega_j t + \chi_j - \psi_j)$$  \hspace{1cm} (3.5)

where $j$ is an order number of tidal components (in the current version of DIPOP, $j \neq 11$).
An explanation of the 11 constituents is given in Table 3.1 [Baker et al., 1995]. Based on
the periodic characteristic of these constituents, they are divided into the semi-diurnal
tides, diurnal tides and long period tides. $\omega_j$ and $\chi_j$ are the frequency and astronomical
argument of tide constituent $j$, and $\alpha_j$ and $\psi_j$ are the amplitude and Greenwich phase lag
of tidal constituent $j$ respectively. $\omega_j$ and $\chi_j$ can be determined from the solar and lunar
ephemeris information.

In DIPOP, the effect of the ocean loading tide is computed by reading from a file
containing the amplitude and phase of the tidal harmonic coefficients of the ocean
loading correction. The coefficients of ocean tide loading can be obtained from the free
Web site, <http://www.oso.chalmers.se/~loading/>, by providing the coordinates of a
station and selecting an ocean loading model; or computed with the software LOADSDP
[Pagiatakis, 1992]. The version 5.03 of LOADSDP can be obtained from the ftp server
<geod.nrcan.gc.ca> in a directory called /pub/GSD/spiros/. The software allows users to
use only the FES95.2 global ocean tide model, or integrate this global model with a
regional ocean tide model to calculate parameters of the ocean tide correction when you
have a more accurate regional model. The regional model usually represented by cells of
$0.5^\circ \times 0.5^\circ$ or smaller size is used to supplement the $1^\circ \times 1^\circ$ global model. For principal
geodetic sites in Canada and the Northern United States, the enhanced ocean tide loading
parameters are available on the ftp site <geod.nrcan.gc.ca> in a directory called
/home/ftp/pub/GSD/Tides [Lamber et al., 1998].

<table>
<thead>
<tr>
<th>Tide Symbol</th>
<th>Tide Type</th>
<th>Period (Solar Time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M$_2$</td>
<td>Semidurnal tide, principal lunar</td>
<td>12.42 hours</td>
</tr>
<tr>
<td>S$_2$</td>
<td>Semidurnal tide, principal solar</td>
<td>12.00 hours</td>
</tr>
<tr>
<td>N$_2$</td>
<td>Semidurnal tide, major lunar elliptical</td>
<td>12.66 hours</td>
</tr>
<tr>
<td>K$_2$</td>
<td>Semidurnal tide, luni-solar declinational</td>
<td>11.97 hours</td>
</tr>
<tr>
<td>K$_1$</td>
<td>Diurnal tide, luni-solar declinational</td>
<td>23.93 hours</td>
</tr>
<tr>
<td>O$_1$</td>
<td>Diurnal tide, principal lunar</td>
<td>25.82 hours</td>
</tr>
<tr>
<td>P$_1$</td>
<td>Diurnal tide, principal solar</td>
<td>24.07 hours</td>
</tr>
<tr>
<td>Q$_1$</td>
<td>Diurnal tide, major lunar elliptical</td>
<td>26.80 hours*</td>
</tr>
<tr>
<td>M$_f$</td>
<td>Long-period tide, lunar fortnightly</td>
<td>13.66 days</td>
</tr>
<tr>
<td>M$_m$</td>
<td>Long-period tide, lunar monthly</td>
<td>27.55 days</td>
</tr>
<tr>
<td>S$_{ca}$</td>
<td>Long-period tide, solar semiannual</td>
<td>182.62 days</td>
</tr>
</tbody>
</table>

* Q$_1$ is from Lambeck, 1988. The others are from Baker et al., 1995

**Pole tide** is the elastic response of the Earth's crust to shifts in the pole of rotation. Tides
are raised by the variation in the orientation of the rotation axis relative to the crust; and
further tides are raised by the changes in the speed of rotation of which the major
components would be annual and semi-annual variations, as well as a variation on the
decade time scale. The variation of station coordinates caused by the pole tide should not
be ignored in the data analysis of precise GPS measurements. Expressions for pole tide
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displacement in the direction of geocentric spherical latitude, longitude and radius are
given by Wahr [1985]:

\[ d_\phi = -\frac{\omega^2 R}{g} \cos 2\phi \left( x_p \cos \lambda + y_p \sin \lambda \right) l_2 \]  

(3.6)

\[ d_\lambda = -\frac{\omega^2 R}{g} \sin \phi \left( -x_p \sin \lambda + y_p \cos \lambda \right) l_2 \]  

(3.7)

\[ d_r = -\frac{\omega^2 R}{g} \sin \phi \cos \phi \left( x_p \cos \lambda + y_p \sin \lambda \right) h_2 \]  

(3.8)

where \( \omega \) is the rotation rate of the Earth, \( x_p \) and \( y_p \) represent displacement from the mean pole, \( g \) is the surface acceleration due to gravity and \( h \) and \( l \) are the vertical and horizontal quadrupole Love Number and Shida Number respectively.

In DIPOP, \( l_2 = 0.0836 \) and \( h_2 = 0.6027 \) based on the IERS conventions (1996); and the parameters \( (x_p \) and \( y_p) \) of polar motion are from the bulletins published by IERS. Taking into account the variation of \( x_p \) and \( y_p \), at most 0.8 arcsec, the maximum radial displacement is approximately 25 mm, and the maximum horizontal displacement is about 8 mm [McCarthy, 1996].

3.2.3.2 Atmospheric Delays: ionospheric delay and tropospheric delay

The propagation speed of GPS signals does not equal the vacuum light speed while they are traveling in the Earth's atmospheric envelope. The varying propagation speed leads to a delay in excess of the free-space or vacuum delay of the signals. This delay is called the atmospheric delay. Based on the physical properties of the atmosphere, the Earth's
atmosphere is divided into several distinct layers. They include ionosphere, mesosphere, stratosphere, and troposphere.

**Ionospheric delay** The ionosphere is the first atmospheric layer encountered during the propagation of the GPS signals from the satellites to a receiver. This region is characterized by a significant number of free electrons and positively charged atoms and molecules. The free electrons affect the propagation of radio waves, and thus affect the signals from the GPS satellites.

Because the ionosphere is a dispersive medium for radio waves, the propagation velocity depends on the frequency of the waves. This means that a user of a dual frequency GPS receiver can essentially eliminate the ionospheric delay with dual frequency observables. The well-known ionosphere-free linear combination serves this purpose, especially for long baseline measurements. The ionospheric delay can be almost completely removed with the linear combination as long as the effects from higher order terms (>1 order) of the refractive index of ionosphere are negligible (mm level or less).

Based on equation (3.1), the ionosphere-free combination is expressed in units of length as

\[
\Phi_{IF}(t) = f_{c_1} \Phi_{1(t)} + f_{c_2} \Phi_{2(t)}
\]

\[
= \rho(t) + c \{dT(t) - dt(t, t)\} + d_{dop}(t) + f_{c_1} \lambda_1 N_1 + f_{c_2} \lambda_2 N_2 + \varepsilon_{IF}
\]

\[
f_{c_1} = \frac{f_1^2}{f_1^2 - f_2^2} \quad f_{c_2} = \frac{-f_2^2}{f_1^2 - f_2^2}
\]

where \(f_1\) and \(f_2\) represent the carrier frequencies on L1 and L2, \(\lambda_1\) and \(\lambda_2\) are the carrier wavelength on L1 and L2, \(c\) is the vacuum light speed and \(N_1\) and \(N_2\) are the L1 and L2
phase ambiguities respectively. The other terms are defined as in equation (3.1). However the linear combination is not suitable for short distance relative positioning because the combination increases the noise level caused by multipath and noise. Therefore, for short baselines it may be preferable to only use single-frequency observations rather than the ionosphere-free combination.

For the users of DIPOP, using only double differences of a single frequency observable or using the ionosphere-free combination of dual frequency observables to eliminate the effect of ionospheric refraction are both available in measurement adjustment.

**Tropospheric delay** The lowest layer of the Earth's atmosphere is the troposphere where a lot of neutral atoms and molecules exist. When the radio signals pass through the troposphere, the signals are refracted. The refraction delays the propagation of the radio signals. There is also some effect in the stratosphere, so it is the best to generally use the term “neutral atmosphere delay”. Since the bulk of effect occurs in the troposphere, many use the term “troposphere delay”. The tropospheric delay for GPS signals can be about 2.4 meters in the zenith direction and grows with increasing zenith angle [Brunner and Welsch, 1993]. The tropospheric delay does not depend on the carrier frequency due to its non-dispersive nature. So the tropospheric delay cannot be measured using the GPS signals themselves. It is recognized as a major error in precise GPS positioning applications.

The tropospheric delay consists of two parts: "dry" or hydrostatic and "wet" or non-hydrostatic components. The dry term contributes about 90% of the total delay.
Hydrostatic delay can be obtained from surface pressure only with an accuracy of a few mm. Unlike the dry delay, the wet delay is highly variable, both spatially and temporally, and model prediction using surface meteorology yields an accuracy no better than 1-2 cm, depending on the atmospheric conditions [Langley, 1997]. Although the wet contribution is only about 10% of the total, it is still an accuracy limitation in precise GPS positioning, especially for the vertical position component. An error of a cm in modeling the tropospheric zenith delay can result in vertical position error of about 3 cm [Brunner and Welsch, 1993].

Since the tropospheric delay is elevation angle dependent, the tropospheric delay at a certain elevation angle is expressed as a product of the tropospheric zenith delay and a mapping function that maps the increase in delay with an increasing zenith angle. The mapping function relates the vertical delay to the delay at a particular elevation angle. Such mapping functions typically do not depend on azimuth, because atmospheric layers are assumed to be spherically symmetric.

The total tropospheric delay at an elevation angle $\varepsilon$ is usually expressed as

$$d_{\text{trop}} = d^z_{\text{dry}} \cdot m_{\text{dry}}(\varepsilon) + d^z_{\text{wet}} \cdot m_{\text{wet}}(\varepsilon)$$

(3.10)

where $d^z_{\text{dry}}$ and $d^z_{\text{wet}}$ are the dry and wet delays in the zenith direction, $m_{\text{dry}}(\varepsilon)$ and $m_{\text{wet}}(\varepsilon)$ are mapping functions corresponding to the dry and wet delays respectively.

In some cases, a single mapping function can be used for both components. Scientists have published a succession of tropospheric prediction models and mapping functions to model the tropospheric delay during the past 30 years. Table 3.2 gives all the zenith delay prediction models and the mapping functions included in DIPOP.
Table 3.2 The models of tropospheric zenith delay and the mapping functions in DIPOP

<table>
<thead>
<tr>
<th>Dry Zenith Model</th>
<th>Wet Zenith Model</th>
<th>Dry Mapping Function</th>
<th>Wet Mapping Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hopfield</td>
<td>Hopfield</td>
<td>Hopfield</td>
<td>Hopfield</td>
</tr>
<tr>
<td>Saastamoinen</td>
<td>Saastamoinen</td>
<td>Saastamoinen</td>
<td>Saastamoinen</td>
</tr>
<tr>
<td>Ifadis</td>
<td>Lanly</td>
<td>Ifadis</td>
<td></td>
</tr>
<tr>
<td>Askne&amp;Nordius</td>
<td>Niell</td>
<td>Niell</td>
<td></td>
</tr>
<tr>
<td>Davis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chao</td>
<td>Chao</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Csec</td>
<td>Csec</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Herring</td>
<td>Herring</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goad&amp;Goodman</td>
<td>Goad&amp;Goodman</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Since the present models cannot fully predict the tropospheric delay, especially the wet component, an estimation of the residual tropospheric zenith delay, the difference between the value predicted from a sophisticated model and the actual zenith delay, is usually involved in GPS data analysis. The residual zenith delay can be estimated for observations spanning many hours, an hour or less per site, or using a stochastic model such as a random walk process. Only the first way is taken in the main processor of the current version of DIPOP although van der Wal (1995) experimented with stochastic estimation of residual tropospheric delay using DIPOP. Considering larger errors caused by tropospheric delay from lower elevation angles, an approach to down-weight the observations at low elevation angles using mapping function is provided in the least-squares adjustment of DIPOP. How to efficiently remove the effect of the tropospheric delay using DIPOP is discussed in the next chapter.
3.2.3.3 Measurement Weighting

There are two modes of weighting observations in the least-squares adjustment of DIPOP. The two modes are based on similar principals to down-weight the observations at low elevation angles.

Using the mapping function to determine weights of observations at each epoch is one of the two modes. The approach's improvement is particularly obvious for the vertical component of position solutions when the observations at lower elevation angles have to be used without estimation of the tropospheric delay. The weighted position solutions by mapping functions have smaller bias than the unweighted solutions due to an unmodeled tropospheric delay [Collins and Langley, 1998]. The weight $w(t)$ for an observation at epoch $t$ in DIPOP yields the inverse of the square of the combined mapping functions related to the elevation angle at the epoch. The calculation of the weight follows the equation:

$$w(t) = \left( \frac{\text{zenith}_{\text{trop}}(t)}{\text{total}_{\text{trop}}(t)} \right)^2$$

(3.11)

where $\text{zenith}_{\text{trop}}(t)$ and $\text{total}_{\text{trop}}(t)$ are the tropospheric delay in the zenith direction and the total tropospheric delay respectively. The zenith models and mapping functions available in DIPOP predict the zenith delay and the total delay.

The second mode uses the measured carrier-to-noise power density ratios (C/N0) from the original data to calculate the phase variance of each observation and so estimate their
weights. In DIPOP, the phase variance is computed using a formula driven by Langley (1997)

\[ \sigma_{\phi}^2 = C \cdot 10^{\frac{C/N0}{10}} \]  

(3.12)

where \( \sigma_{\phi}^2 \) is the variance of the phase observation (m²), \( C \) is the model parameter (m²Hz), \( C/N0 \) is the measured carrier-to-noise-power-density ratio in unit of dB-Hz. Since the measured \( C/N0 \) values directly express the quality of individual GPS signal, the weights of the GPS observations are actually determined by the quality of data.

The two modes reduce some physical correlation in the measurement to a certain degree besides the mathematical correlation of double difference observations, which is taken into account in DIPOP.

### 3.2.3.4 Linear Combinations of Carrier Phase Observables

The linear combinations of dual frequency observables are involved in different studies and applications based on their different characteristics. For example, the ionosphere-free combination is used to reduce the effect of ionospheric delay since the ionospheric delay is frequency dependent; the widelane combination is useful when trying to resolve ambiguities; the narrowlane has the property of reducing the noise; and the geometry-free combination is particularly useful for monitoring the ionosphere.

If symbol \( \phi_{LC}(t) \) represents the linear combination of carrier phase observables, the equation of the combination can be expressed as:

\[ \phi_{LC}(t) = I \cdot \phi_1(t) + J \cdot \phi_2(t) \]  

(3.13)
where \( I \) and \( J \) are integer numbers, \( \phi_1(t) \) and \( \phi_2(t) \) are carrier phase observations in cycles on L1 and L2 at the epoch \( t \). Let the \( \lambda_{LC} \), \( \lambda_1 \) and \( \lambda_2 \) represent the wavelengths of the combination and the carrier phases on L1 and L2 respectively, and the \( f_{LC} \), \( f_1 \) and \( f_2 \) represent the frequencies of the combination and the carrier phases on L1 and L2 respectively. The effective wavelength and frequency of the combination are defined by the following expressions:

\[
\lambda_{LC} = \frac{\lambda_1 \cdot \lambda_2}{I \cdot \lambda_1 + J \cdot \lambda_2} \quad f_{LC} = I \cdot f_1 + J \cdot f_2
\]

(3.14)

In general, the combinations for which \( I \) and \( J \) have different signs are called the widelane observables, and for which \( I \) and \( J \) have same signs are called the narrowlane observables. Because the specific observable \((I = 1, J = -1)\) and \((I = 1, J = 1)\) are the most important of all the widelane and narrowlane observables, they are usually referred to simply as the widelane and narrowlane observables.

Table 3.3 gives all the linear combinations involved in the main processor of DIPOP. A discussion of GPS inter-frequency carrier phase combinations can be read in a paper written by Collins [1999] who created the linear combination part of the programs.
Table 3.3 The linear combinations of carrier phase observables

<table>
<thead>
<tr>
<th>I</th>
<th>J</th>
<th>Combination Observables</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>Carrier phase on L1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>Carrier phase on L2</td>
</tr>
<tr>
<td>77</td>
<td>-60</td>
<td>Ionosphere-free</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
<td>Widelane</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>Narrowlane</td>
</tr>
<tr>
<td>-1</td>
<td>2</td>
<td>Alternative widelane 1</td>
</tr>
<tr>
<td>-2</td>
<td>3</td>
<td>Alternative widelane 2</td>
</tr>
<tr>
<td>-3</td>
<td>4</td>
<td>Alternative widelane 3</td>
</tr>
<tr>
<td>4</td>
<td>-5</td>
<td>Alternative widelane 4</td>
</tr>
<tr>
<td>-7</td>
<td>9</td>
<td>Extra widelane</td>
</tr>
<tr>
<td>4</td>
<td>-3</td>
<td>Narrowlane 1</td>
</tr>
<tr>
<td>5</td>
<td>-4</td>
<td>Narrowlane 2</td>
</tr>
<tr>
<td>9</td>
<td>-7</td>
<td>Extra narrowlane</td>
</tr>
</tbody>
</table>

3.2.3.5 Least-squares Adjustment

The main processor of DIPOP provides a batch sequential least-squares adjustment of estimated parameters. Batch means one session can be divided into a few small independent observation files with the same time interval depending on the user's requirements and each file has an independent solution in the least-squares adjustment. This option for batch processing can be used to simulate rapid static processing. The time length of batch sessions, which is represented by number of epochs, is input from the command file of the main program.

For static GPS relative positioning, DIPOP provides an algorithm of sequential least-squares adjustment for each session. The algorithm allows users to get a series solution of
all the estimated parameters at each epoch specified by the users. The specific epoch is realized by setting an interval (a number of epochs) in the command file for evaluating the nuisance parameters or for tropospheric estimation. During the whole adjustment, a sequential solution is produced once each interval. The interval should be larger than the sampling interval of observations and large enough to satisfy requirements of the sequential solutions. All the information about the sequential and final solutions of the session is written in the output files by the post processor.

### 3.2.3.6 Cycle Slip Editing

The main processor of DIPOP provides an opportunity to repair the remaining cycle slips as a supplement of the preprocessor PREDD. The cycle slips may be missed by preprocessors or are incorrectly fixed by PREDD. The procedure is completed by a manual interaction with DIPOP.

The postprocessor produces a double difference residuals file in compact format that can be viewed by GT, a graphical software tool developed by University NAVSTAR Consortium (UNAVCO). The residuals plots can help a user to discover remaining cycle slips in double difference observations. If a cycle slip occurs in a residual plot, the user can estimate number of cycles of the jump by examining the residual plot. The number will be input in the command file of the main processor together with the corresponding satellite number and epoch of the cycle slip.

The slip should appear in two plots unless the satellite is either the first or last in the list of satellite pairs at the particular epoch. The sign of the cycle slip follows a regulation
that if the satellite with the cycle slip is the first one of the satellite pair, the sign is positive, otherwise it is negative. Note that manual cycle slip editing is only practical in the case of a few cycle slips. If there are many cycle slips in the residual plots, the best way is to go back to PREDD and adjust the threshold values.

3.2.3.7 Postprocessor: PPROC

Although the program PPROC is designed as a subroutine of the main program MPROC, the program PPROC as the postprocessor has an independent function. Its task is to record all the results of the estimated parameters and their statistical information into a summary file in an easily understood form. Contents of the summary file contain the station coordinates and derived values (baseline components and length) together with their respective standard deviations as well as the inverse of the normal equation matrix. This file also presents a standard deviation and a mean of double difference residuals and some information from the command file of the main program. In addition, the program produces a file of double difference residuals in a compact format that can be viewed with the graphical software tool GT and the residuals plots of double difference observations can be displaced in a window of GT. This file is very useful for checking the final results' quality. A file including residual tropospheric or ionospheric delays at each epoch is output if users require estimate of the delays using an option in the command file of the main program.
3.3 Summary

The main purpose of this chapter is to introduce the software package DIPOP, especially for the models and algorithms involved in the main processor. Considering mm-level relative positioning precision, this chapter addresses the usage of the technique of double differences of carrier phases and details the correction models of main systematic errors including tropospheric delay, ionospheric delay, and the tidal effects. A test with WCDA data for the models in DIPOP is presented in the next chapter.
Chapter 4

A Test of Data Processing with DIPOP

In order to meet the requirement of the accuracy for WCDA data analysis, the performance of the GPS software DIPOP was verified by a test with a data set from the WCDA network covering a one-week period. The test focused on the determination of proper adjustment models in DIPOP for future data analysis and evaluation of the accuracy of the DIPOP solutions.

This chapter consists of 5 sections. The first section gives some considerations in regard to the test followed by the discussions of estimation methods for residual tropospheric delay and tidal effects on GPS measurement in sections 2 and 3. Section 4 presents the processing results of the WCDA data over one week. The last section gives a summary of the test.

4.1 Some Considerations

Since the rate of crustal deformation in the region of WCDA is only of the order of 1 cm per year or less, high precision processing software is required to extract the deformation
signals. According to the requirement, the test of DIPOP mainly addresses the following two aspects:

1) determine an approach to efficiently eliminate the errors in GPS relative positioning with DIPOP;

2) evaluate the performance of DIPOP software by processing a data set from 7 WCDA baselines over a one-week period.

As discussed in Chapter 3, in the least-squares positioning model using double differences, the errors of the receiver and satellite clocks are eliminated. When the precise ephemeris is applied in data analysis, the errors affecting GPS measurement are mainly caused by the ionospheric and tropospheric delays, tidal displacements, and multipath and receiver noise.

The ionosphere-free combination can be used to efficiently remove the effect of ionospheric delay due to the use of dual frequency observations, thus the ionospheric delay is not a main concern of the test. However since the current tropospheric delay empirical models including the mapping functions cannot attain the accuracy of 1 cm by themselves, the remaining part of the tropospheric delay not predicted by the models is still a main error source, which is usually estimated by introducing unknown parameters within the sequential least-squares algorithm. Over the past years, multiple prediction models and different modes for estimating the residual tropospheric zenith delay have been implemented in DIPOP for different research purposes. Determining a proper prediction model and estimation mode of the residual delay for the WCDA data analysis was one of the main objectives of the test. Besides the corrections of the solid Earth tide
and the pole tide, the effect of the ocean loading tide is discussed since the WCDA network sites are quite near the Pacific Ocean.

There are a number of research groups who are processing the data of the WCDA network in different ways. So besides the evaluation of the results’ precision from DIPOP, a cross-comparison between the independent solutions from DIPOP and another organization, ITRF position solutions published by IERS, was performed to further qualify the accuracy of DIPOP.

4.2 Estimation of Residual Tropospheric Zenith Delay

In the command file of DIPOP’s main processor, there are four options dealing with the tropospheric delay: the zenith delay model and mapping function, the estimation of residual tropospheric zenith delay of stations, the fitting order of residual zenith delay estimation within a sequential interval, and the sequential interval length of tropospheric estimation. This section gives a discussion of the four options; the longest WCDA baseline, DAHL (627 km) from the reference station DRAO to remote station HOLB, was used as an example. The 24-hour observation files over one-week were separately processed in a baseline mode with DIPOP.

4.2.1 Prediction Models of Tropospheric Zenith Delay and Mapping Functions

The tropospheric zenith delay empirical model predicts delay as a function of surface temperature, pressure and relative humidity. Thus the model accuracy mainly depends on
the meteorological data at the time of the GPS measurement as well as model itself. But in most cases, it is difficult to get accurate meteorological data. So if there are inaccurate or even no meteorological data, a standard atmosphere is usually used. Usually such a standard atmosphere is created by defining reference temperature, pressure, and humidity at sea level and then using the height of the GPS site as a sole variable to calculate the meteorological values for a site. Due to the absence of meteorological data for the tested baseline, standard reference values at the sea level were used initially to model tropospheric zenith delay in the test.

Various zenith delay models are currently available, but most of them are not suitable for precise geodetic data analysis. Of all the zenith delay models, the Saastamoinen zenith delay model is one of the relatively more accurate models. Mendes and Langley (1995) found that the Saastamoinen dry zenith delay model was generally accurate to the mm level with accurate surface weather measurements. The error in the Saastamoinen wet zenith delay model driven by surface measurements falls within the 2-5 cm range depending on latitude.

The Saastamoinen dry and wet zenith delay models is described as:

\[ T_{\text{dry}}^z = 10^{-6} \frac{K R P}{g_m} \quad (4.1) \]

\[ T_{\text{wet}}^z = 0.002277 \frac{(1255 / T + 0.05) e}{(4.2) e} \]

where in equation 4.1, \( K \) is a refractivity coefficient, \( R \) is the gas constant for dry air, \( P \) is the site pressure, and \( g_m \) is the local gravity; in equation 4.2, \( T \) is surface temperature, \( e \) is the surface water vapor pressure and can be estimated from either numerical model or a statistical model with temperature and relative humidity. The model (dry + wet) is less
sensitive to temperature error compared with other models. In DIPOP, the following expression [Santerre, 1987] are used to calculate $e$

$$e = RH \cdot \exp(-3.72465 + 2.13166 \cdot 10^{-1} T - 2.56908 \cdot 10^{-4} T^2)$$

(4.3)

where $RH$ (%) is relative humidity, $T$ is surface temperature.

The Saastamoinen zenith delay model must be combined with mapping functions. Of all the mapping functions, no tropospheric mapping function exists for every application and all ranges of elevation angles. However, Mendes and Langley (1994) recommended the Niell mapping functions after they assessed the accuracy of most of the available mapping functions using ray-tracing through an extensive radiosonde data set for different elevation angles starting at 3 degrees. In another paper, they concluded that the Niell mapping functions are the best choice in cases where meteorological data is not reliable or unavailable due to its independence from meteorological data [Mendes and Langley, 2000].

The form of the Niell mapping function is defined as below:

$$m(\varepsilon) = \frac{1 + \frac{a}{b} \frac{1 + \frac{b}{c} \frac{1 + \frac{a}{\sin(\varepsilon)} \frac{b}{\sin(\varepsilon)} \frac{1 + \frac{a}{\sin(\varepsilon)} + c}{\sin(\varepsilon) + c}}{\sin(\varepsilon) + c}}{}}{}}$$

(4.4)

where $\varepsilon$ is the elevation angle, $a$, $b$, and $c$ are empirical coefficients determined separately for the dry and wet mapping functions. The coefficients for the Niell dry mapping function depend on the latitude and day of year, and for the Niell wet mapping function depend on the latitude of stations only. The Saastamoinen dry and wet zenith delay models and the Niell dry and wet mapping functions were used in the test herein.
4.2.2 Parameter Estimation of Residual Tropospheric Zenith Delay

The command file of the main program has an option defining the residual tropospheric zenith delay as an unknown parameter. Users can specify the mode of the tropospheric parameter estimation. Table 4.1 gives descriptions of all the types of the tropospheric parameter estimation in DIPOP.

<table>
<thead>
<tr>
<th>Option</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>No residual zenith delay estimation</td>
</tr>
<tr>
<td>1</td>
<td>Estimating at remote station only: assuming that the residual delay at one station is zero and then estimating the delay at the other station.</td>
</tr>
<tr>
<td>2</td>
<td>Estimating absolute tropospheric delays at both stations. Not for short baselines because the elevation angles from the two stations to any particular satellite will be very similar. This will cause almost complete correlation between the two estimated parameters.</td>
</tr>
<tr>
<td>3</td>
<td>Estimating one common residual delay of both sites: assuming that the two stations have the same residual delay.</td>
</tr>
<tr>
<td>4</td>
<td>Estimating a common and offset delay: considering the unmodeled portions of the zenith delay at the two stations to include one common parameter and one unique parameter.</td>
</tr>
<tr>
<td>5</td>
<td>Estimating the relative difference between the two stations.</td>
</tr>
</tbody>
</table>

For data processing of long baselines, a good choice is to simultaneously estimate the residual delays at the two stations of a baseline as two unknown parameters in adjustment, like option 2. However due to the usage of double difference data, a strong mathematical correlation between the partial derivatives of tropospheric delay at the two ends of a baseline appears when the baselines are short because the elevation angles from the two
stations to any particular satellite will be very similar. This will cause almost complete correlation between the two estimated tropospheric parameters. The solution of the problem is to fix the tropospheric delay at the reference station and only to estimate the relative delay at the remote station. This is option 1.

If we assume that the two stations have the same tropospheric delay, as in option 3, the same prediction models and mapping functions are used at both the stations. So option 3 is not suitable for long baselines because the atmospheric conditions at the ends of a long baseline are different. Option 4 is an extension of option 3. Comparing with above options (1, 2, 3, and 4), option 5 is simpler and more flexible. It can be used for both long and short baselines.

For a test on a long baseline, here only are the computed results from the options 0, 2, and 5. Table 4.2 gives the mean and root-mean-square (RMS) of the double difference residuals. The mean and RMS are the averages of 7 daily solutions for the baseline (DAHL: 627km). In Figure 4.1, the three plots graphically show the double difference residuals of a pair of satellites using the three options.

![Figure 4.1 Residuals plots of double difference in estimating tropospheric zenith delay](image-url)
Table 4.2 Statistics of the baseline DAHL over 7 days for different residual tropospheric zenith estimation

<table>
<thead>
<tr>
<th>Option</th>
<th>Remote Site HOLB Height (m ± mm)</th>
<th>DD Residuals Mean (mm)</th>
<th>DD Residuals RMS (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>559.6757 ± 0.52</td>
<td>-0.11</td>
<td>30.27</td>
</tr>
<tr>
<td>5</td>
<td>559.6705 ± 0.69</td>
<td>0.10</td>
<td>21.71</td>
</tr>
<tr>
<td>2</td>
<td>559.6856 ± 0.57</td>
<td>0.11</td>
<td>11.42</td>
</tr>
</tbody>
</table>

The results in Table 4.2 reveal that the RMS terms are remarkably reduced by estimating the residual tropospheric zenith delay, and the RMS of the third mode (option 2) makes an improvement of about 60 percent compared with the option 0. From the three plots in Figure 4.1, we can find that estimating the residual zenith delay can efficiently mitigate the systematic error term caused by the residual tropospheric delay and option 2 has the best performance among the three tested options. The test suggests the estimation of the residual tropospheric delay can significantly reduce the effects of residual tropospheric delay and failure to estimate residual tropospheric delay may result in an error of cm level in the height component. The results show the option 2 is the best choice in relative positioning on the long baselines.

4.2.3 Modeling Residual Tropospheric Zenith Delay within a Sequential Interval

As mentioned in Chapter 3, users can model the residual tropospheric zenith delay using a constant term or a first order linear fitting within a sequential interval in the adjustment. In Figure 4.2, the two plots display variations of tropospheric zenith delay estimated by DIPOP at the two stations DRAO and HOLB on day 211, respectively. The fitting
interval of a 100 minutes interval was used in this test. The tropospheric zenith delay in the plots is sum of the prediction from Saastamoinen (dry and wet) models and the estimation of the residual zenith delay. As expected, the mean of the first order linear fitting is almost equal to estimate of the constant fitting within a sequential interval except the first and last intervals. Due to ignoring the correlation between the residual delays in sequential intervals, discontinuities occur between the two sequential intervals. So evaluating the correlation is a future task in the study of tropospheric delay estimation in DIPOP. It should be possible to make the estimate piece-wise continuous.

Table 4.3 gives the statistics results from the two modeling modes, the averages of the mean and RMS values of double difference residuals from 7 days. The mean and RMS values from the first order linear fitting are both smaller than those from the constant fitting. From Figure 4.3, which shows an example for the residuals plots of double differences of a pair satellites, we can see that a bias near the right end occurring in the first plot is mitigated by the first order linear fitting. The results indicate that the first order linear fitting is more efficient in reducing the effect of the residual tropospheric delay.

**Table 4.3** Statistics of the baseline DAHL during 7 days for fitting residual zenith delay within a sequential interval

<table>
<thead>
<tr>
<th>Order</th>
<th>Average of 7 Daily Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (mm)</td>
</tr>
<tr>
<td>Constant</td>
<td>0</td>
</tr>
<tr>
<td>Linear Fitting</td>
<td>1</td>
</tr>
</tbody>
</table>
Figure 4.2 Tropospheric zenith delays at the two stations, DRAO and HOLB

Figure 4.3 Residuals of double difference for modeling residual tropospheric zenith delay in sequential intervals
4.2.4 Sequential Intervals for the Estimation of Residual Tropospheric Zenith Delay

How do we set the interval length of sequential solutions for estimating the residual tropospheric zenith delay? Theoretically, the more redundant observations within an interval, the better the GPS sequential solutions. However, the tropospheric zenith delay can vary significantly with time especially in the wet component; estimation of tropospheric zenith delay with long sequential intervals is not reasonable to model the residual tropospheric delay. In order to examine the effect of estimation interval for the sequential estimation of the residual tropospheric delay, five different intervals (45, 100, 300, 600 and 900 minutes) were selected for a test.

Table 4.4 gives the averaged mean and RMS values of double difference residuals from the five sequential intervals over 7 days. In Figure 4.4, each plot displays an example of double difference residuals with respect to the 5 different intervals. The RMS values of double difference observations in Table 4.4 decrease with the decrease of the interval length, the differences among the weekly height solutions are at a range 1.6 - 3.9 mm. Figure 4.4 also shows the systematic error in residuals is better mitigated with a smaller interval. But considering the effect of the geometric distribution of satellites and the number of redundancy observations on the positioning accuracy, the sequential interval length cannot be too small. For example, when the cutoff angle of elevation is set to higher than 10 degrees, the satellite geometry may be very poor within a period shorter than 30 minutes. Such a situation has sometimes occurred during the author’s work,
which used sequential intervals shorter than 30 minutes with a cutoff angle of 15 degrees.

Through this test, a sequential interval of 30–40 minutes or even longer is suggested when the data sampling interval is 1 minute and the elevation angle cutoff is 15 degrees.

**Table 4.4** Statistics of the solutions at different sequential intervals for the baseline DAHL over 7 days

<table>
<thead>
<tr>
<th>Interval (min)</th>
<th>Remote Site HOLB Height (m ± mm)</th>
<th>DD Residuals Mean (mm)</th>
<th>DD Residuals RMS (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>559.5892 ± 0.56</td>
<td>0.10</td>
<td>8.53</td>
</tr>
<tr>
<td>100</td>
<td>559.5876 ± 0.52</td>
<td>0.08</td>
<td>9.98</td>
</tr>
<tr>
<td>300</td>
<td>559.5844 ± 0.59</td>
<td>0.16</td>
<td>11.59</td>
</tr>
<tr>
<td>600</td>
<td>559.5846 ± 0.63</td>
<td>0.17</td>
<td>12.47</td>
</tr>
<tr>
<td>900</td>
<td>559.5843 ± 0.70</td>
<td>0.15</td>
<td>13.79</td>
</tr>
</tbody>
</table>

**Figure 4.4** Residuals of the double differences for different intervals
4.3 Tide Corrections

The effects of tides including the solid Earth tide, the ocean loading tide, and the pole tide cannot be ignored in precise GPS positioning. Due to the improvement of the prediction methods of the effects, now it is possible to accurately evaluate and correct for them [McCarthy, 1996; Lambert et al., 1998].

The models of the tide corrections in DIPOP have been described in Chapter 3. The coefficients of the ocean loading tide correction computed by the program LOADSDP [Pagiatakis, 1992]. In order to examine these tidal effects on static relative positioning, the solutions with and without the tidal corrections are computed and compared to each other. Table 4.5 gives differences between the two sets of averaged solutions over 7 days for the height component and length of the baseline DAHL from the reference station DRAO to the remote station HOLB. Table 4.6 shows the mean and standard deviation of double difference residuals in the two cases.

Table 4.5 Averaged height and length differences of the solutions with tide corrections minus without tide corrections over 7 days (DAHL)

<table>
<thead>
<tr>
<th>Tide Correction</th>
<th>Averaged Difference over 7 days(mm)</th>
<th>Differential Height</th>
<th>Baseline Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ocean Loading Tide</td>
<td>1.7</td>
<td>-0.2</td>
<td></td>
</tr>
<tr>
<td>Pole Tide</td>
<td>-0.8</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>Solid Earth Tide</td>
<td>3.0</td>
<td>3.0</td>
<td></td>
</tr>
</tbody>
</table>
Table 4.6 Averaged mean and RMS of the double difference residuals with tide corrections and without tide corrections over 7 days (DAHL)

<table>
<thead>
<tr>
<th>Tide Correction</th>
<th>Average Over 7 Days(mm)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>With Tide Correction</td>
<td>Without Tide Correction</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>RMS</td>
<td>Mean</td>
</tr>
<tr>
<td>Ocean Loading Tide</td>
<td>0.09</td>
<td>10.42</td>
<td>0.14</td>
</tr>
<tr>
<td>Pole Tide</td>
<td>0.08</td>
<td>10.41</td>
<td>0.08</td>
</tr>
<tr>
<td>Solid Earth Tide</td>
<td>0.05</td>
<td>10.14</td>
<td>0.08</td>
</tr>
</tbody>
</table>

The results of Table 4.5 show that the solid Earth tide has the most significant effect among the three types of tides; and the effects from the pole tide and ocean loading tide on the height component are larger than that on the length component. The effects of solid Earth tide and ocean loading tide on the height component are of the order of 1.0-3.0 mm; and the effects of pole tide on the height component and baseline length are less than 1 mm. As shown in the results of Table 4.6, the three corrections do not make significant changes to the RMS values of daily 24-hour solutions. The values of RMSs in Table 4.6 show a difference of less than 0.5 mm between the two solutions. The reason is that the main effects of the ocean loading tide and the solid Earth tide are from diurnal and semi-diurnal bands which average close to zero over the period of 24 hours. And although the pole tide can cause a displacement of 1-2 cm on the vertical direction, its effect becomes insignificant since the vertical displacement is absorbed by the estimated residual tropospheric zenith delay parameter in the adjustment.

The results indicate that using the daily 24-hour observations and estimating the residual tropospheric zenith delay in adjustment can mitigate the tidal effects on the GPS positioning accuracy. However, failure to apply the daily tide corrections will result in an error at the mm level in the vertical component of the baseline. If data sets shorter than 24
hours or results of long time series of daily data sets are analyzed, the effects of the tides will be more evident if they are not corrected.

4.4 Experience with WCDA Data

4.4.1 Data Processing Strategy

Data sets from the WCDA network, a total of 49 sessions (7 baselines × 7 days from 23 to 29 June 2000, see Table 4.7), were processed in the test. The strategy of data processing was determined based on the previous discussion. The double difference carrier phases were processed in baseline mode for static relative positioning.

The main estimation strategy used in the data processing was:

- Reference station: DRAO with a priori standard deviation of 10^{-6} meters;
- Remote stations: ALBH, HOLB, NEAH, NANO, UCLU, WILL and WSLR, all with a priori standard deviation of 100 meters;
- Reference frame: ITRF97 at 1997.0;
- Daily reference epoch: the middle epoch of current day of observations;
- Precise ephemeris: IGS final orbit (fixed) in SP3 format;
- Elevation angle cutoff: 15 degrees;
- Sampling interval: 60 seconds;
- Linear combination of observables: ionosphere-free;
• Parameters estimated: remote station coordinates, carrier phase ambiguities (not fixed), absolute residual troposphere zenith delay at two stations at 100 minute sequential intervals with the first order linear fitting;

• Tropospheric delay modeling: Saastamoinen model for zenith delay (dry and wet) with standard sea level atmospheric values combined with Niell mapping function (dry and wet); standard atmosphere at sea level: Pressure: 1013.25 mbar, Temperature: 15.0 °C, Relative humidity: 50 %;

• Tidal corrections: the solid Earth tide, the ocean loading tide, and the pole tide;

• Observation correlation: only mathematical correlation.

<table>
<thead>
<tr>
<th>Baseline</th>
<th>Station (Reference–Remote)</th>
<th>Baseline Length (km)</th>
<th>Observing Date (day/year)</th>
<th>Observing Period (hour)</th>
<th>Sampling Interval (second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAAB</td>
<td>DRAO – ALBH</td>
<td>302</td>
<td>205 – 211 / 2000</td>
<td>24</td>
<td>60</td>
</tr>
<tr>
<td>DAHL</td>
<td>DARO – HOLB</td>
<td>627</td>
<td>205 – 211 / 2000</td>
<td>24</td>
<td>60</td>
</tr>
<tr>
<td>DANA</td>
<td>DARO – NEAH</td>
<td>384</td>
<td>205 – 211 / 2000</td>
<td>24</td>
<td>60</td>
</tr>
<tr>
<td>DANN</td>
<td>DARO – NANO</td>
<td>324</td>
<td>205 – 211 / 2000</td>
<td>24</td>
<td>60</td>
</tr>
<tr>
<td>DAUL</td>
<td>DARO – UCLU</td>
<td>434</td>
<td>205 – 211 / 2000</td>
<td>24</td>
<td>60</td>
</tr>
<tr>
<td>DAWL</td>
<td>DARO – WILL</td>
<td>370</td>
<td>205 – 211 / 2000</td>
<td>24</td>
<td>60</td>
</tr>
<tr>
<td>DAWS</td>
<td>DARO – WSLR</td>
<td>254</td>
<td>205 – 211 / 2000</td>
<td>24</td>
<td>60</td>
</tr>
</tbody>
</table>

The reference station DRAO is located on the North American plate and is relatively stable compared to other sites in the WCDA network. As one of the IGS global fundamental stations, its position at an epoch and velocity in ITRF are published by IERS. Since from 04 June 2000 all IGS products, including the IGS orbits, are based on the IGS realization of the ITRF97 reference frame, all the WCDA station coordinates discussed were in ITRF97. Since the ITRF position solutions from IERS are only considered valid
for a specified epoch due to tectonic plate motion, for any other epoch they must be estimated using the corresponding ITRF velocity solution from IERS.

In this experiment, the coordinates of the reference station DRAO were computed using the following equation

\[ X(t) = X(t_0) + V \cdot (t - t_0) \]  

(4.5)

where \( X(t_0) \) is the station position at the reference epoch \( t_0 \), \( V \) is the corresponding movement velocity of station, \( X(t) \) is the station position at the specific epoch \( t \).

For the tested WCDA data set (from 205/2000 to 211/2000), the most recent ITRF solutions from IERS, the ITRF2000 solutions, were used to calculate the coordinates of DRAO. After the velocities and coordinates of DRAO from IERS’s ITRF2000 solutions at epoch 1997.0 were converted into ITRF97 with ITRF transformation parameters (see Table 4.8), the coordinates of DRAO at the specific epoch (the middle epoch of current day of observations) in ITRF97 were obtained using equation 4.5.

The values in Table 4.8 suggest that the velocity of DRAO is less than 2 cm/year with respect to ITRF97 and the accuracy of the solutions is at a level of 1-2 mm for coordinates and at a level of less than 1 mm per year for velocities in the three axis directions respectively.
Table 4.8 The position and velocities of DRAO at epoch 1997.0 in ITRF97 converted from ITRF2000 solutions of IERS at epoch 1997.0

<table>
<thead>
<tr>
<th>Station</th>
<th>Position at epoch 1997.0 in ITRF97 (m)</th>
<th>Velocity in ITRF97 (m/year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRAO</td>
<td>X / (\sigma_X)</td>
<td>Y / (\sigma_Y)</td>
</tr>
<tr>
<td></td>
<td>-2059164.6805 / 0.001</td>
<td>-3621108.3935 / 0.001</td>
</tr>
<tr>
<td></td>
<td>Vx / (\sigma_{Vx})</td>
<td>Vy / (\sigma_{Vy})</td>
</tr>
<tr>
<td></td>
<td>-0.0161 / 0.0003</td>
<td>-0.0026 / 0.0004</td>
</tr>
</tbody>
</table>

4.4.2 Summary of Results

In order to inspect the repeatability of the daily solutions from DIPOP, Figures 4.5-4.11 graphically give the daily variations of length and height components of each baseline referring to the average of 7 daily solutions with respect to the reference station DRAO. The average value of the 7 daily solutions is represented with a horizontal line in each plot. The vertical impulses in each plot represent the difference of the daily solutions from the average value. Tables 4.9 and 4.10 give summaries including the maximum, the minimum, and the standard deviation of the daily variations for the 7 baselines. Relative precision along each baseline length is also given in Table 4.10. Table 4.11 provides a summary of pseudorange multipath plus noise on L1 and L2 carriers at the 8 WCDA GPS stations over the test period. The table only reports their mean effects over the week on signals at elevation angles above the cutoff angle (15°) based on the estimation of pseudorange multipath plus noise using software QC/TEQC.
Figure 4.5 Daily variations of length and relative height solutions for baseline DAAB (Referring to the mean of the 7 daily solutions)

Figure 4.6 Daily variations of length and relative height solutions for baseline DAHL (Referring to the mean of the 7 daily solutions)
Figure 4.7 Daily variations of length and relative height solutions for baseline DANA (Referring to the mean of the 7 daily solutions)

Figure 4.8 Daily variations of length and relative height solutions for baseline DANN (Referring to the mean of the 7 daily solutions)
**Figure 4.9** Daily variations of length and relative height solutions for baseline DAUL (Referring to the mean of the 7 daily solutions)

**Figure 4.10** Daily variations of length and relative height solutions for baseline DAWL (Referring to the mean of the 7 daily solutions)
Figure 4.11 Daily variations of length and relative height solutions for baseline DAWS (Referring to the mean of the 7 daily solutions)

Table 4.9 Statistics of daily relative height variation referring to the mean of 7 daily solutions and standard deviation of the daily variations in three components of baseline

<table>
<thead>
<tr>
<th>Baseline</th>
<th>Daily Height Variation</th>
<th>Daily Variation Std (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Max(mm)</td>
<td>Min(mm)</td>
</tr>
<tr>
<td>DAAB</td>
<td>7.5</td>
<td>-7.6</td>
</tr>
<tr>
<td>DAHL</td>
<td>6.7</td>
<td>-9.8</td>
</tr>
<tr>
<td>DANA</td>
<td>10.1</td>
<td>-5.2</td>
</tr>
<tr>
<td>DANN</td>
<td>13.0</td>
<td>-10.8</td>
</tr>
<tr>
<td>DAUL</td>
<td>10.6</td>
<td>-9.4</td>
</tr>
<tr>
<td>DAWL</td>
<td>8.3</td>
<td>-9.0</td>
</tr>
<tr>
<td>DAWS</td>
<td>3.8</td>
<td>-4.2</td>
</tr>
</tbody>
</table>

The height solution has the worst standard deviation of daily variation among three baseline components. The maximum of the daily height variations is 13 mm for the baseline DANN referring to its mean and the baseline length also has the maximum departure of 19 mm from its mean length. The worst relative precision of baseline length
is that for baseline DANN: 0.03 PPM. For other baselines, their standard deviations of
daily height, latitude, longitude and length solutions are within a range from 1 mm to 7
mm. Their relative precision of the baseline lengths are better than 0.01PPM, within a
range of 0.004-0.008 PPM. The preliminary test results from DIPOP show the
repeatability of daily variation are better than 1 cm referring to the average of 7 daily
solutions for all 3 baseline components and baseline length.

Table 4.10 Statistics of daily baseline length variation referring to the mean of 7 daily
length solutions and standard deviation of the relative variations

<table>
<thead>
<tr>
<th>Baseline</th>
<th>Baseline Length Daily Variation (mm)</th>
<th>Relative Precision (0.01PPM)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Max</td>
<td>Min</td>
</tr>
<tr>
<td>DAAB</td>
<td>2.0</td>
<td>-1.8</td>
</tr>
<tr>
<td>DAHL</td>
<td>3.1</td>
<td>-3.3</td>
</tr>
<tr>
<td>DANA</td>
<td>4.2</td>
<td>-4.3</td>
</tr>
<tr>
<td>DANN</td>
<td>9.3</td>
<td>-18.8</td>
</tr>
<tr>
<td>DAUL</td>
<td>4.5</td>
<td>-3.2</td>
</tr>
<tr>
<td>DAWL</td>
<td>4.3</td>
<td>-5.1</td>
</tr>
<tr>
<td>DAWS</td>
<td>1.5</td>
<td>-3.7</td>
</tr>
</tbody>
</table>

Table 4.11 Averaged pseudorange multipath plus noise over 7 days at 8 WCDA stations

<table>
<thead>
<tr>
<th>Station</th>
<th>Pseudorange Multipath + Noise (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L1</td>
</tr>
<tr>
<td>DRAO</td>
<td>0.19</td>
</tr>
<tr>
<td>ALBH</td>
<td>0.24</td>
</tr>
<tr>
<td>HOLB</td>
<td>0.11</td>
</tr>
<tr>
<td>NEAH</td>
<td>0.31</td>
</tr>
<tr>
<td>NANO</td>
<td>0.27</td>
</tr>
<tr>
<td>UCLA</td>
<td>0.24</td>
</tr>
<tr>
<td>WILL</td>
<td>0.30</td>
</tr>
<tr>
<td>WSLR</td>
<td>0.22</td>
</tr>
</tbody>
</table>
Figure 4.12 Multipath plus noise at site NANO (205-211/2000)

Figure 4.13 Multipath plus noise at site HOLB (205-211/2000)
To learn the reason why the results of the baseline DANN are worse than those of other baselines, the multipath effects were considered as a potential error resource. The averaged multipath on L1 and L2 at each remote site calculated by TEQC/QC are given in Table 11. The highest multipath plus noise level shows at the sites NANO and WILL. We also find two baselines formed with NANO and WILL have worse repeatability of daily solutions. These results show that the variation of daily solutions increases with increase of the multipath and noises (see Tables 4.9, 4.10, and 4.11). Figures 4.12 and 4.13 display two examples of multipath at the remote sites NANO and HOLB, respectively. Some of the multipath features obviously occur in Figures 4.12 for the site NANO.

Although the main factors cannot be completely determined by the preliminary results, a study of how to mitigate the multipath effect will facilitate the identification of a “no-multipath error” and reduce the multipath effect on DIPOP solutions.

### 4.4.3 Comparisons of Results

The ITRF solutions published by IERS contain coordinates and velocities of GPS stations at a reference epoch in an ITRF. In WCDA network, there are six sites on the list of the ITRF2000 solutions of IERS. These sites include the reference station DRAO, and five remote stations: ALBH, HOLB, UCLA, WILL, and WSLR. So in the following comparison, the coordinate solutions of the five baselines, DAAB, DAHL, DAUL, DAWL, and DAWS are taken for the following discussion.

In order to compare the solutions from DIPOP with ITRF solutions from IERS, the ITRF2000 solutions of the five remote stations from IERS were transformed into ITRF97
at 1997.0. The ITRF2000 solutions were downloaded from IERS Web site
results including station position and velocity solutions are given in Tables 4.12 and 4.13
respectively. Table 4.14 gives the accuracy of the IERS’s ITRF2000 solutions at epoch
1997.0.

Table 4.12 The positions at epoch 1997.0 in ITRF97 converted from ITRF2000 solutions
of IERS

<table>
<thead>
<tr>
<th>Station</th>
<th>Position (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
</tr>
<tr>
<td>DRAO</td>
<td>-2059164.6805</td>
</tr>
<tr>
<td>ALBH</td>
<td>-2341332.8829</td>
</tr>
<tr>
<td>HOLB</td>
<td>-2503040.4132</td>
</tr>
<tr>
<td>UCLU</td>
<td>-2440669.0501</td>
</tr>
<tr>
<td>WILL</td>
<td>-2084258.0055</td>
</tr>
<tr>
<td>WSLR</td>
<td>-2227013.6138</td>
</tr>
</tbody>
</table>

Table 4.13 The velocities in ITRF97 converted from ITRF2000 solutions of IERS

<table>
<thead>
<tr>
<th>Station</th>
<th>Velocity in ITRF97 (m/year)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Vx</td>
</tr>
<tr>
<td>DRAO</td>
<td>-0.0161</td>
</tr>
<tr>
<td>ALBH</td>
<td>-0.0101</td>
</tr>
<tr>
<td>HOLB</td>
<td>-0.0137</td>
</tr>
<tr>
<td>UCLU</td>
<td>-0.0022</td>
</tr>
<tr>
<td>WILL</td>
<td>-0.0175</td>
</tr>
<tr>
<td>WSLR</td>
<td>-0.0116</td>
</tr>
</tbody>
</table>
Table 4.14 Accuracy of ITRF2000 solutions at epoch 1997.0 from IERS

<table>
<thead>
<tr>
<th>Station</th>
<th>Position Sigma(m)</th>
<th>Velocity Sigma(m/year)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
<td>Y</td>
</tr>
<tr>
<td>DRAO</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>ALBH</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>HOLB</td>
<td>0.011</td>
<td>0.012</td>
</tr>
<tr>
<td>UCLU</td>
<td>0.014</td>
<td>0.016</td>
</tr>
<tr>
<td>WILL</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>WSLR</td>
<td>0.013</td>
<td>0.016</td>
</tr>
</tbody>
</table>

Since the motion velocities of the remote stations are less 2 cm/year in ITRF97 (see Table 4.13), their motion during the tested one-week period was ignored in this discussion. The average of 7 DIPOP’s daily position solutions of each remote station was used as its weekly solutions. The reference epoch of the weekly solutions was set at epoch 208.5 of 2000, the middle epoch of the tested one-week period. By using equation (4.5), the weekly position solution of DIPOP at epoch 1997.0 in ITRF97 was calculated. Table 4.15 gives the weekly position solutions of the five remote stations at epoch 1997.0 in ITRF97.

Table 4.15 The weekly position solutions from DIPOP at epoch 1997.0 in ITRF97

<table>
<thead>
<tr>
<th>Station</th>
<th>Position at epoch 1997.0 in ITRF97 (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
</tr>
<tr>
<td>ALBH</td>
<td>-2341332.8912</td>
</tr>
<tr>
<td>HOLB</td>
<td>-2503040.4259</td>
</tr>
<tr>
<td>UCLU</td>
<td>-2440669.0529</td>
</tr>
<tr>
<td>WILL</td>
<td>-2084258.0076</td>
</tr>
<tr>
<td>WSLR</td>
<td>-2227013.6152</td>
</tr>
</tbody>
</table>

The comparison between DIPOP and IERS coordinates was conducted by computing the coordinate differences in three axis directions (X-, Y-, and Z-axis) and baseline length
differences between the weekly solutions of DIPOP and the ITRF solutions of IERS at epoch 1997.0 in ITRF97. The differences of position solutions, the DIPOP solutions (in Table 4.15) minus the IERS solutions (in Table 4.14), are summarized in Table 4.16. In this table, Dx, Dy and Dz denote of the differences of the two sets of position solutions in X-, Y-, and Z-axis directions respectively; the differences in latitude (+N), longitude (+E) and height (+up) are presented with Dφ, Dλ, and Dh in this table, respectively. At the same time, the differences of baseline length solutions and their relative errors referring to the solutions of IERS are given in Table 4.17.

<table>
<thead>
<tr>
<th>Station</th>
<th>Coordinate Solution Difference (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dx</td>
</tr>
<tr>
<td>ALBH</td>
<td>-8.3</td>
</tr>
<tr>
<td>HOLB</td>
<td>-12.7</td>
</tr>
<tr>
<td>UCLU</td>
<td>-2.7</td>
</tr>
<tr>
<td>WILL</td>
<td>-2.1</td>
</tr>
<tr>
<td>WSLR</td>
<td>-1.4</td>
</tr>
</tbody>
</table>

Table 4.17 Comparison of baseline length solutions at epoch 1997.0 in ITRF97 referring to DRAO (DIPOP minus IERS)

<table>
<thead>
<tr>
<th>Baseline</th>
<th>Baseline Length (m)</th>
<th>Difference of Baseline Length Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Absolute</td>
<td>Relative</td>
</tr>
<tr>
<td></td>
<td>(mm)</td>
<td>(PPM)</td>
</tr>
<tr>
<td>DAAB</td>
<td>301768</td>
<td>-6.2</td>
</tr>
<tr>
<td>DAHL</td>
<td>627131</td>
<td>-13.5</td>
</tr>
<tr>
<td>UCLU</td>
<td>433929</td>
<td>-5.1</td>
</tr>
<tr>
<td>WILL</td>
<td>370433</td>
<td>-7.7</td>
</tr>
<tr>
<td>WSLR</td>
<td>253920</td>
<td>5.2</td>
</tr>
</tbody>
</table>
The comparison suggests that the consistency of the two sets of absolute coordinate solutions is better than 1.5 cm for X-, Y-, and Z-axis directions. The coordinate differences show all negative in X-axis direction and all positive in Y-axis direction. The two sets of solutions in the latitude, longitude, and height components agree to better than 1.5 cm. The differences of baseline length solutions show that the baseline length solutions from DIPOP are larger than those from IERS except the baseline WSLR. The relative difference of the baseline length solutions shows a scale difference of 1 - 2 parts in $10^8$. The comparisons show that the level of coordinate conformity between the IERS ITRF2000 and DIPOP solutions is of the order of a few cm.

4.4.4 The Error Budget

In this section, we only discuss the potential error sources related to the data analysis methods. The main error sources include multipath interference, tropospheric delay, and antenna phase center offset.

4.4.4.1 Multipath Effects

Multipath is the phenomenon whereby a signal arrives at a receiver's antenna by way of two or more different paths [Langley, 1997]. The difference in path lengths causes the signals to interfere (with each other) at the antenna and to contribute error to the observables. In comparison with the effect of the multipath on the pseudorange, the carrier phase is affected at a lower level and the effect is always within a range of ±5 cm.
In order to mitigate the multipath effects from data collected at lower elevation angles, an elevation angle cutoff of 15° was used in all data analyses reported here. Nevertheless, the multipath still shows significant effects on the accuracy of DIPOP’s solutions. The test results indicate that multipath is a potential main error source affecting DIPOP's accuracy. In addition, the usage of the relatively high elevation angle cutoff (≥15°) may cause a high correlation between tropospheric zenith delay and height estimations, thereby degrading the accuracy of height estimations. An attempt to solve simultaneously for the tropospheric delay and heights will be aided by using observations at low elevation angles (<15°).

Considering all the factors, it is necessary to develop an efficient method to mitigate the effect of multipath in DIPOP. It will be also helpful for improving the accuracy of height solutions due to the use of the observations from the low elevation angles.

4.4.4.2 Tropospheric Delay

Theoretically, the tropospheric delay should vary continuously with time. However, as shown in Figure 4.2, the tropospheric zenith delay estimated by sequential least-squares adjustment in DIPOP is not continuous and some obvious discontinuities occur between the consecutive intervals. This is a result of the failure to consider the correlation between two successive sequential tropospheric delay estimates.

It is therefore more reasonable to model the residual tropospheric zenith delay by a stochastic model, in which we treat the unknown residual zenith delay as a time-varying parameter. The model is characterized by an empirical variance, which constrains the
zenith delay changes by a time correlation. Such a model has shown good results in comparison with direct water vapor radiometer (WVR) measurements [Brunner and Welsch, 1993].

Although the stochastic model had been used to estimate residual tropospheric delay in a previous test version of DIPOP [van der Wal, 1995], implementation of the stochastic model in the current formal version of DIPOP is a top priority in the DIPOP's further improvements, especially for the users of high precise GPS positioning.

4.4.4.3 Phase Center Corrections

In GPS data analysis, there are two corrections for antenna phase centers. One is for phase center offset of the satellites’ transmitting antennas; the other one is for the offset of the receiver antenna.

The offset between the GPS ephemeris reference point (mass center) and the phase center of the satellite transmitting antenna is reported in a summary file of the IGS precise ephemerides for each GPS week. For the tested week, the antenna phase center offset in satellite body-fixed reference frame is reported in the file (IGS10667.SUM) as:

Block II/IIA: 0.279 0.000 1.023 X, Y, Z (in satellite body-fixed reference frame) in meters.

In DIPOP's adjustment, the coordinates of satellites from the IGS precise ephemerides are held fixed as exact known parameters without the offset correction. As a result, the geometry offset will directly affect the accuracy of DIPOP solutions, especially when the offset is large. But the effect is reduced in difference solutions on short baselines.
The offset of the receiver antenna is from the inconsistency of its antenna phase center and the control point mark leading to the antenna phase center variation (PCV). The PCV is primarily caused by the non-spherical phase-response pattern of the antenna. The phase center depends on the direction of the incident angle of the incoming signals and is azimuth- and elevation-dependent. For a particular antenna, the L1 and L2 frequencies may have different phase center properties, and consequently may have no common phase center.

If we assume that the L1 and L2 phase centers of the antenna are not variable or their variation can be completely neglected like the current treatment in DIPOP, the corrections of the antenna offset will be easily made by adding constants, the L1 and L2 mean phase center offsets computed basing on the diagram of the specific antenna, to the coordinate of the receiver antenna. But this correction is not recommended for highly-precise and large-scale GPS applications. The magnitude of PCV typically usually spans a range of mm to cm. The neglect of this antenna behavior can lead to baseline errors between mm and cm and can even reach up to 10 cm for the height component. Wübbena (1996) suggested that it is necessary to correct the absolute PCV within regional and global networks, even if they use the same antenna type. Otherwise, a systematic error can reach up to several cm or bias the baseline length in some parts of $10^{-8}$, respectively [Wübbena et al., 1996].

For the data analysis of the WCDA network, the corrections of PCV should be considered in DIPOP's future improvements.
4.5 Summary

Based on the above results of the tests discussed in this chapter, it can be concluded that the repeatability of WCDA daily solutions over a one-week period from DIPOP is better than 1 cm for three components of baseline solutions, and also better than 1 cm for baseline length solutions. The daily variation from the average of 7 daily solutions for three components of baseline and baseline length is within a range of 1 cm except for the baseline DANN. The relative precision of baseline lengths is better than 0.01 PPM except for the baseline DANN. The comparisons between DIPOP's and the IERS's solutions suggest that DIPOP is capable of providing a comparable accuracy to that of other GPS software in static relative positioning, and processing the data from the WCDA network with DIPOP should be able to detect the crustal deformation in the WCDA area.

We believe that the accuracy of the DIPOP solution can be further enhanced by using some better or new data processing methods which can reduce the multipath effects, estimate the continuous residual tropospheric delay, and correct the offsets due to antenna phase center variations.

For the characteristics of the WCDA network, another data set over a one-year period from WCDA was used in Chapter 6 to further assess DIPOP’s performance in order to detect the crustal deformation signals in the region.
Chapter 5

Cycle Slip Detection

Repairing cycle slips of observations is an essential task in GPS data preprocessing. In general, the procedure of repairing cycle slips is divided into three steps: The first is to detect cycle slips; then the number of cycle jumps must be determined; and finally the phase data must be repaired using the determined cycle slips. The correct detection of cycle slips is a pre-requisite of successfully removing them. This chapter focuses on the technique of cycle slip detection in data pre-processing. The beginning of this chapter is a brief description of the basic features of cycle slips. The second section gives an introduction to the algorithm involved in PREDD. The main part of this chapter is the third section. It proposes an improved method for automatically detecting cycle slips in PREDD. Some test examples are given.

5.1 Cycle Slips

A cycle slip is a sudden jump in the carrier phase observations by an integer number of cycles. Cycle slips are caused by the loss of lock of the phase tracking loop. Loss of lock
may occur briefly between two measurement epochs, or may last several minutes or more if the satellite signals cannot reach the antenna.

It is a characteristic of cycle slips that the fractional portion of the phase is not affected by the discontinuity in the observation sequence and all observations taken after the cycle slip are shifted by the same integer amount. It is quite possible for several cycle slips to occur in one observation sequence. For each slip, there is one additional jump in the double difference sequence. However, only one epoch of the triple differences is affected by a cycle slip since the triple difference is a difference of double differences between two sequential epochs (see Figure 5.1). This feature of the triple differences is usually used to locate the positions of the cycle slips in an observation sequence.

**Figure 5.1** Carrier phase observations (L1) on 205/2001 ((a), (b), (c), and (d)) and the Double Differences (e) and Triple Differences (f)
For users of dual-frequency carrier phase observations, there are additional difficulties in data analysis. A cycle slip in linear combinations of L1 and L2 measurements is a combination of cycle slips in both L1 and L2 carrier phases; and it is not an integer for the ionosphere-free observable. The ambiguity change caused by the combined cycle slips of L1 and L2 carrier phases can be very small; it could be less than 1 cm or even close to zero. In fact, a small jump may be buried in the noise of observations if the noise is at a sufficiently high level.

Table 5.1 shows small changes of ambiguities in column 1 and their effects on the ionosphere-free, widelane, narrowlane, and geometry-free observations in column 2, 3, 4, and 5 respectively. Note that sometime a change is very small (the bold numbers) for a combination whereas larger changes for other combinations are caused with the same changes of the L1 and L2 ambiguities. The phenomenon indicates that the different combinations have different sensitivities to cycle slips. If one uses only one combination in repairing cycle slips, there is the possibility of missing a few cycle slips.

<table>
<thead>
<tr>
<th>$\in N_1$ $\in N_2$ (cycles)</th>
<th>Combined Ambiguity (cm)</th>
<th>Ionosphere-free</th>
<th>Widelane</th>
<th>Narrowlane</th>
<th>Geometry-free</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 1</td>
<td>10.7</td>
<td><strong>0.0</strong></td>
<td>21.4</td>
<td>-5.4</td>
<td></td>
</tr>
<tr>
<td>2 2</td>
<td>21.4</td>
<td><strong>0.0</strong></td>
<td>42.8</td>
<td>-10.8</td>
<td></td>
</tr>
<tr>
<td>2 3</td>
<td>-16.4</td>
<td>-86.2</td>
<td>53.5</td>
<td>-35.2</td>
<td></td>
</tr>
<tr>
<td>3 3</td>
<td>32.1</td>
<td><strong>0.0</strong></td>
<td>64.2</td>
<td>-16.2</td>
<td></td>
</tr>
<tr>
<td>4 3</td>
<td>80.6</td>
<td>86.2</td>
<td>74.9</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>4 5</td>
<td>5.0</td>
<td>-86.2</td>
<td>96.3</td>
<td>-46.0</td>
<td></td>
</tr>
<tr>
<td>5 6</td>
<td>15.7</td>
<td>-86.2</td>
<td>117.7</td>
<td>-51.4</td>
<td></td>
</tr>
<tr>
<td>7 9</td>
<td>-0.7</td>
<td>-172.4</td>
<td>171.2</td>
<td>-86.7</td>
<td></td>
</tr>
<tr>
<td>9 7</td>
<td>171.8</td>
<td>172.4</td>
<td>171.2</td>
<td><strong>0.3</strong></td>
<td></td>
</tr>
<tr>
<td>10 8</td>
<td>182.5</td>
<td>172.4</td>
<td>172.3</td>
<td>-5.1</td>
<td></td>
</tr>
</tbody>
</table>
As a remedy, using multiple combinations at the same time can reduce the probability of missing a small combination of cycle slips. Figure 5.2 and Figure 5.3 give examples showing the sensitivities of four combinations including ionosphere-free, widelane, narrowlane, and geometry-free combinations to cycle slips. Figure 5.2 shows change rate of a double difference sequence and Figure 5.3 shows the double difference sequence. In Figure 5.2, we can see obviously a high spike exceeding 4 sigma in the two plots for the ionosphere-free and widelane combinations; a spike lower than 4 sigma occurs in the plot for the geometry-free combination; but there is no spike in the plot for the narrowlane combination. In Figure 5.3, the jumps marked with a “|” occur in the three plots for the ionosphere-free, widelane, and geometry-free combinations.

**Figure 5.2** Change rate of double difference observations
A cycle slip may be limited to one cycle, or could be millions of cycles. Sometime a cycle slip of a few cycles could induce an error at cm level in a GPS position determination. Undoubtedly, cycle slips should be completely removed before computing the solution of a least-squares adjustment in order to reach cm-level accuracy. However, there is no unique method for eliminating cycle slips; available procedures are not guaranteed to work in all cases [Leick, 1995]. If any jump is not discovered before the least-squares adjustment is performed, the double difference residuals will show the jump at the epoch where the slip occurs. In such a case, a visual inspection of the residuals might be necessary in detecting the cycle slip. Many precision GPS software packages including DIPOP provide a visual helper for repairing cycle slips.

Figure 5.3 Double difference observations
Larger cycle slips are more easily found and fixed in comparison with smaller ones. The preprocessor PREDD carries on the task to fix the small cycle slips (a few cycles) after PREGO removes the larger ones. The following sections focus on the algorithm of detecting the small cycle slip in PREDD.

5.2 Algorithm of Cycle Slip Detection in PREDD

Since a data set will have been processed in the program PREGO, all cycle slips detected in program PREDD are expected to be small. So double differences are used in PREDD in order to remove the effects of the receiver’s clock error from the observable.

The algorithm of cycle slip detection applied in PREDD uses a straight line fit over 5 data points in the time difference series. The time difference series is similar to the triple difference, but related to the sampling interval of sequential observations. It is the change rate of the double difference sequence with the sampling interval.

To detect a cycle slip, the difference between the next data point and the value predicted by the straight-line fit or median value from the first 5 observations of the time difference series is compared to a certain threshold value. If the difference is larger than the threshold value, a cycle slip is declared. Otherwise no cycle slip is assumed to exist at the data point. The procedure shifts epoch by epoch and is repeated until the end of the time difference series is reached [Georgiadou et al., 1993].

Repairing cycle slips in PREDD is accomplished automatically once the threshold value for detecting slips is preset in the command file. How to find a value for the threshold of cycle slip detection has been discussed in the DIPOP literature. A 6 cm
criterion was recommended for the ionosphere-free combination in order to reduce the number of falsely detected cycle slips. The threshold value is based on a noise level of 2 cm in the ionosphere-free dual frequency combination [Georgiadou et al., 1993].

However, different data sets have different noise levels due to differences in receiver option or measurement environment, and so the preset threshold should vary with the noise level of the data sets. The command file of PREDD provides multiple options for detecting cycle slips. The algorithms for repairing cycle slips are available for both the single and dual frequency carrier phases. Users can specify the types of observations for single frequency or observation combinations, and for dual frequency observations and their corresponding threshold values for each data set. Table 5.2 describes each option for detecting cycle slips in PREDD. Considering the different sensitivities of the four combinations to cycle slips, the author added an option “4” for dual frequency phases.

<table>
<thead>
<tr>
<th>Option</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Frequency</td>
<td>Using L1 observations only</td>
</tr>
<tr>
<td></td>
<td>Using L2 observations only</td>
</tr>
<tr>
<td>Dual Frequency</td>
<td>Using L1 and L2 observations separately</td>
</tr>
<tr>
<td></td>
<td>Using ionosphere-free and widelane combinations</td>
</tr>
<tr>
<td></td>
<td>Using ionosphere-free and geometry-free combinations</td>
</tr>
<tr>
<td></td>
<td>Using narrowlane and widelane combinations</td>
</tr>
<tr>
<td></td>
<td>Using ionosphere-free, widelane, geometry-free, and narrowlane combinations</td>
</tr>
</tbody>
</table>

In addition, the noise and other errors such as ionospheric delay and multipath will be amplified to different degrees due to the combinations of dual frequency observations used in the detection of cycle slips. An overview of GPS inter-frequency carrier phase combinations by Collins [1999] includes a detailed discussion about the combination...
characteristics. Table 5.3 cites some results from the discussion in order to illustrate the effects of the combinations. The geometry-free combination is not included in the table. These values of Table 5.3 give an upper limit of the amplifications. In this discussion, the noise is propagated as a random error, while the ionospheric delay and multipath are propagated as biases in the results.

<table>
<thead>
<tr>
<th>Combination</th>
<th>$\lambda_{LC}$ (cm)</th>
<th>$\lambda_{L1} / \lambda_{LC}$</th>
<th>Amplification (cycles)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Noise</td>
</tr>
<tr>
<td>Ionosphere-free</td>
<td>0.6</td>
<td>30.25</td>
<td>104.15</td>
</tr>
<tr>
<td>Widelane</td>
<td>86.2</td>
<td>0.22</td>
<td>1.54</td>
</tr>
<tr>
<td>Narrowlane</td>
<td>10.7</td>
<td>1.78</td>
<td>1.54</td>
</tr>
</tbody>
</table>

Considering all the related factors, users have to examine the noise level for each combination of each data set before setting the threshold value in the command file of PREDD. Otherwise choosing a too low criterion may increase the probability of falsely detecting cycle slips; or a too high value may miss a large number of cycle slips. It is undoubted that setting the threshold values by the examination of data outside DIPOP raises difficulties for users of DIPOP. In order to improve this situation, a method to automatically detect cycle slips inside PREDD has been devised and is introduced in the next section.

### 5.3 Method of Automatically Detecting Cycle Slips

The method of automatically detecting cycle slips is actually used to perform three tasks:
1) to examine the noise level of time difference series for determining the threshold value of detecting cycle slips;

2) to set the threshold value for detecting cycle slips;

3) to rule out the probability of falsely detecting cycle slips.

This section details the principles of the method and its realization in PREDD.

### 5.3.1 Examination of Noise Level

Since the noise levels of the double difference data from every pair of satellites are different, the examination of the noise level should be carried out whenever a pair of new satellites is introduced. As mentioned above, the time difference series formed by the rate of change of a double difference sequence has the same features as the triple difference sequence. It has a major advantage in that cycle slips are mapped as individual outliers. The individual outliers can be detected and corrected using sophisticated algorithms.

Due to the cancellation of the most common systematic errors such as clock errors of satellites and receivers, orbit error, and most of the effects from atmospheric refraction in the time difference sequence, the time difference series can be treated as a stochastic process. The stochastic process mainly consists of the random errors of observations and the effect from multipath interference. Since the atmospheric effect is time and space dependent, its partial effect still remains in the change rate series of double differences.

The data displayed in Figure 5.4 basically resembles these characteristics mentioned above. This figure clearly demonstrates that the data at low elevation angles, near the beginning and end of the data series, are subject to more noise over the 2.5-hour period.
This is a typical characteristic of multipath and noise. Such noise levels usually induce some troubles for detection of cycle slips. In addition, a small bias caused by an unknown systematic error term exists in each plot.

For this time difference series, a normal distribution can be first presumed [Tiberius et al., 1999]. The normal distribution is completely described by the two parameters: the mean and variance of the time difference series. The variance measures the spread of the probability density in the sense that it gives the expected value of the squared deviations from the mean [Mikhail and Ackerman, 1982]. The square root of the variance is usually given the name standard deviation (σ). The noise level of the time difference series can be measured by its standard deviation.

**Figure 5.4** Time difference series of double differences
However, due to the effects of multipath and small systematic errors, the time difference series is not a stationary stochastic process; its mean is not a constant. So a moving average filter is more suitable to compute the mean of time difference series over a certain window at each epoch instead of the single total mean. The general expression for the moving average filter of one side is:

\[
\bar{x}_t = \bar{x}_{t-1} + \frac{1}{\text{win}}(x_t - x_{t-1})
\]  

(5.1)

where \(x_t\) is the observation at epoch \(t\), \(\bar{x}_t\) and \(\bar{x}_{t-1}\) are the mean of time difference series \(x\) at epoch \(t\) and \(t-1\), \(\text{win}\) is the window width of moving average filter. The average at epoch \(t\) is based on the most recent set of values within the window. The value of \(\bar{x}_t\) is calculated using its previous value \(\bar{x}_{t-1}\) as reference. The moving average but not the single total mean is used to compute the standard deviation of the time difference series.

Figure 5.5 shows an example of the two cases. Obviously, the moving average is better than the single total mean to describe the time series with a trend.

![Figure 5.5 The moving average and mean of the time series](image-url)
From a statistical point of view, the samples with cycle slips in the time difference series cannot be considered as belonging to the same normal distribution of the cycle-slip free in observations. The observations with cycle slips should not be used together with other observations to compute the noise level of the time difference series.

How should we detect or reject the observations with cycle slips? For a normal distribution, in about 99.73% ~ 99.99% of all cases the observations fall within $3\sigma$ ~ $4\sigma$ of the mean (see Table 5.4). Therefore, $3\sigma$ or $4\sigma$ is usually taken as the limit to what can be regarded as random errors. Statistically, large errors cannot be avoided, but their occurrences are unlikely. In order to get a true noise level without the effect of cycle slips, any deviations larger than $4\sigma$ from the moving average are considered as occurrences of cycle slips. The rejection avoids the probability of falsely amplifying the noise level due to large cycle slips. If the deviation caused by a small cycle slip is within a range of $4\sigma$, it will still be kept in the time difference series. But the contribution from the small cycle slip to the overall noise level is usually very small in the time differences series.

<table>
<thead>
<tr>
<th>Probability (%)</th>
<th>0.6745$\sigma$</th>
<th>1$\sigma$</th>
<th>1.6449$\sigma$</th>
<th>2$\sigma$</th>
<th>2.3263$\sigma$</th>
<th>3$\sigma$</th>
<th>4$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50.00</td>
<td>68.27</td>
<td>90.00</td>
<td>95.45</td>
<td>98.00</td>
<td>99.73</td>
<td>99.99</td>
<td></td>
</tr>
</tbody>
</table>

After the effect of the probable large cycle slips is eliminated, the noise level can be directly obtained by computing the standard deviation of the time difference series. The examination of the noise level of the time difference series in PREDD is realized by a subroutine, SETTHOLD. The subroutine carries out the task of computing the noise level of the time difference series.
5.3.2 Setting Threshold Values

After determining the noise level, a threshold value is set at 4 times the noise level for detecting cycle slips based on the distribution characteristics of the noise. However, statistically, a small probability does not mean that the event has no chances to occur. In other words, it is still possible that an error that is not caused by a cycle slip may occur in practice. In that case, a mistake will occur if a judgement is made only based on the principle of the threshold value.

Figure 5.6 gives examples in this case. As the figure shows, both a cycle slip and large noise spike can produce peaks in the time difference series. In order to avoid the false detection of a cycle slip, a judgement directly following the detection will be used to

![Figure 5.6 Occurrences of a cycle slip and a noise peak in the double difference series and time difference series](image_url)
5.3.3 Ruling out the Probability of Falsely Detecting Cycle Slips

From the discussions in the last section, we know that there are two possible occurrences: a cycle slip or a large noise spike, when the difference between predicted value and practical value is larger than the threshold value. In order to solve the problem of falsely detecting cycle slips, it is necessary to understand the difference between the cycle slip and the noise. Their difference is that a cycle slip makes all observations taken after the cycle slip shifted by the same integer amount; but a noise spike is a single occurrence and does not affect the observations at other epochs.

According to their different characteristics, a method was designed to distinguish noise spikes from cycle slips. The basic principle of the method is to compare a difference between two predicted values. The one \( (O_{\text{fore}}) \) is predicted forwards using 5 data points from the double difference sequence before the tested epoch, the other one \( (O_{\text{back}}) \) is predicted backwards using 5 points from the double difference sequence after the tested epoch. Figure 5.7 illustrates the idea of the method. If absolute value of the difference \( |O_{\text{fore}} - O_{\text{back}}| \) is greater than 3 times the local noise value, a cycle slip is declared found. Otherwise, it is a large noise peak. Note that the predicted value is computed by a linear fitting backwards or forwards using the 5 observations before or after the tested data point.

There is an exception to the prediction. If the tested data point is located within the last 5 epochs of the time difference series, the backward prediction is the median from the data points after the tested epoch; or the median is itself if the tested data point is at the
last epoch. Since the median is obtained by arranging the values of time difference series in their order of magnitude, it is more suitable for a discrete time sequence than the mean.

![Figure 5.7 Principle of distinguishing a cycle slip and a noise spike]

Figures 5.8 – 5.13 graphically give examples of the detection of cycle slips. The sign, "|", in the plots denotes an occurrence of a cycle slip at that epoch. The Figures 5.8, 5.10 and 5.12 display the time difference series of double differences; the Figures 5.9, 5.11 and 5.13 display the corresponding double difference series.

In the plots of the six figures, the signs "|", marked at the epochs where peaks exceed the ±4σ borderline, indicate a found cycle slip. Figure 5.8 shows that the four combinations have different sensitivities to cycle slips. According to Figure 5.9, there should be two cycle slips in the data series. Except for the widelane combination, only
one is found in the other combinations. Thus the usage of different combinations can indeed reduce the probability of missing cycle slips.

Figures 5.8 - 5.9 display an example with true cycle slips. Figures 5.10-5.11 display an example of avoiding a false cycle slip. In Figure 5.11, the data sequence shows significant noise; but no jump exists. It indicates that the data set should not have cycle slips. We can see there are no "|" marks for cycle slips in Figure 5.10 although a value exceed the ±4σ threshold. So in that case, the algorithm is successful. Figures 5.12-5.13 show an example of the most normal case. The four combinations all correctly detect a cycle slip at the same epoch; in each plot of their double difference series, an obvious jump occurs at the epoch.

Since the author focused on the data analysis of long baselines, all the discussions and the examples shown here are from the combinations of dual frequency observations. Whatever observations are used in PREDD, the principle of detecting cycle slips should be same.
Figure 5.8 Time difference series of the four combinations with different sensitivities to cycle slips

Figure 5.9 Double differences of the four combinations with different sensitivities to cycle slips
Change rate of Double Difference observations for SV 31:23

Figure 5.10 Time difference series of the four combinations with a large noise spike

Double Difference Observations for SV 31:23

Figure 5.11 Double differences of the four combinations with a large noise spike
Figure 5.12 Time difference series of the four combinations with a detected cycle slip

Figure 5.13 Double differences of the four combinations with a cycle slip
5.4 Summary

The method to automatically detect cycle slips is realized with three added subroutines in PREDD. The three subroutines are

- SETSHOLD.F: to set threshold values for detecting cycle slips by examining the noise level of time difference series;
- STDNOISE.F: to compute the standard deviation of a time difference series;
- ISSLIPS.F: to rule out a false detection of cycle slip.

The study suggests that in order to avoid missing the detection of cycle slips, the multiple combinations for dual frequency phases should be used in detection of cycle slips for long baselines. In most cases, using two combinations can detect all cycle slips for long baselines. But the visual inspection of residuals is still a useful and safe way for finally checking if all cycle slips have been fixed.

However, for a short baseline, using L1 and L2 observations separately to detect the cycle slips is more suitable in order to reduce the probability of falsely detecting cycle slips due to amplifying the noise because the common error can almost completely be canceled by the double difference.

Cycle slips much larger than the noise level are easy to correctly identify. During the author's study, the most complicated case was found to be when the jump caused by a cycle slip has a same level as the noise or when the noise level is very high. Then the probability of falsely detecting cycle slips increases. It is necessary to improve the program ISSLIPS further.
The purpose of improving the technique of detecting cycle slips is to raise the efficiency of DIPOP. From the current study, the initial purpose has been achieved. But the cycle slip has a complicated behavior. Events can still conspire to cause the false detection of cycle slips or to miss a cycle slip. A future study for correct detection of cycle slips is recommended.
Chapter 6

Velocity Estimations

Typically the use of GPS in the study of crustal deformation involves monitoring changes of site coordinates via continuous observation. The purpose of this chapter is to evaluate DIPOP’s performance to extract crustal deformation signals by an analysis of a position time series from three WCDA GPS stations for a period of 52 weeks.

After an introduction to the data sets, this chapter describes the methods used in velocity estimations of the GPS stations from the positioning time series; then the results of velocity estimations and their statistics are given and discussed.

6.1 Introduction

6.1.1 GPS Data Sets

Due to time constraints, only daily data from three WCDA baselines over a period of 52 weeks were processed with DIPOP in this discussion. The three baselines are the baseline (302 km), ALBH – DRAO, the longest one (627 km), HOLB – DRAO, and the baseline
(434 km), UCLU – DRAO, that shows a reported movement velocity of about 1 cm per year in the WCDA network (Dragert, et al., 2001).

The daily GPS observation RINEX files of the four sites over 52 weeks from October 30, 2000 to October 27, 2001 were downloaded from the WCDA Web site <http://www.pgc.nrcan.gc.ca/geodyn/wcda/wcdadata.htm>. The Web site provides the past one year data from the current day for the WCDA GPS stations except the station NEAH which is operated by the University of Washington. Information about the processed data sets with DIPOP is summarized in Table 6.1.

<table>
<thead>
<tr>
<th>Baseline</th>
<th>Remote-Reference Station</th>
<th>Length (km)</th>
<th>Observing Date (day/year)</th>
<th>Sampling Interval (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAHL</td>
<td>HOLB – DRAO</td>
<td>627</td>
<td>304/2000 – 300/2001</td>
<td>60</td>
</tr>
<tr>
<td>DAUL</td>
<td>UCLU – DRAO</td>
<td>434</td>
<td>304/2000 – 300/2001</td>
<td>60</td>
</tr>
</tbody>
</table>

### 6.1.2 Method of Velocity Estimations

The estimation of crustal movement rate is essentially a procedure of linear regression. The algorithm of weighted least squares has been used in the linear regression to determine the crustal deformation rates of GPS observation stations (e.g. Khazaradze et al., 1999).
6.1.2.1 Weighted Least Squares Fitting

The least squares fitting can be used to find the relationship between an independent variable $x$, such as a time tag, and a dependent variable $y$, such as a position coordinate of a GPS station, from a set of their measurement values $(x_i, y_i, i = 1, 2, 3, ...)$). The relationship of $x$ and $y$ is mathematically expressed in terms of a linear dependence on a set of constant parameters, $(A_1, A_2, A_3, \Lambda, A_m)$, which are to be determined:

$$y = F(x) = A_1 + A_2 x + A_3 x^2 + \Lambda + A_m x^{m-1}$$  \hspace{1cm} (6.1)

There are two main applications of the fitting. One is to determine what the functional relationship between $x$ and $y$ is. The other one, used more frequently, is to use a known functional relationship of $x$ and $y$ to find the best set of the parameters $(A_1, A_2, A_3, \Lambda, A_m)$ to fit the set of data $(x, y)$. Determination of an annual linear trend term from a position time series of daily solutions belongs to the second case.

In the weighted least squares fitting, the unknown parameters are estimated by finding the values for the parameters that minimize the sum of the squared deviation between the measured values and the functional predictions. At the same time, each term in the weighted least squares procedure includes an additional weight that determines how much each measurement in the data set influences the final parameter estimates.

Assume that the independent variables $x$ are known quite accurately, but that the dependent variables $y$ have standard errors $(\sigma_i, i = 1, 2, 3, ...)$ associated with them, then the weights $(w_i)$ of individual pairs $(x_i, y_i)$ are defined as
\[ w_i \propto \frac{1}{\sigma_i^2} \quad (6.2) \]

If there is a total of \( n \) measurements, the principle of the weighted least squares regression can be defined by minimizing

\[
Q = \sum_{i=1}^{n} w_i \left\{y_i - F(x_i)\right\}^2 \quad (6.3)
\]

Necessary conditions for \( Q \) to be a minimum are that the partial derivatives with respect to the parameters are equal to zero.

\[
\frac{\partial Q}{\partial A_i} = 0, \quad i = 1, 2, \ldots, m \quad (6.4)
\]

These equations can be expressed in the form of a single matrix equation

\[
MA = Y \quad (6.5)
\]

where

\[
M_{jk} = \sum_{i=1}^{n} w_i f_j(x_i) f_k(x_i)
\]

\[
Y_j = \sum_{i=1}^{n} w_i f_j(x_i)y_i
\]

\[
f_j(x_i) = x_i^{j-1}, \quad f_k(x_i) = x_i^{k-1}, \quad j, k = 1, 2, \ldots, m \quad i = 1, 2, \ldots, n
\]

Then the unknown parameters, \((A_1, A_2, A_3, \Lambda, A_m)\), are found by inversion of the square symmetric matrix \(M\)

\[
A = M^t Y \quad (6.6)
\]

In the application of the linear velocity estimations of position time series, the expression (6.1) can be simplified as

\[
F(x) = A_1 + A_2 x \quad (6.7)
\]

And the weights are defined by variances associated with the daily solutions as
The slope $A_2$ in equation (6.7) denotes the desired linear movement rate of a site.

### 6.1.2.2 Assessments of Linear Fitting

For assessments of the quality of the linear fitting, a value $r^2$ called the **coefficient of determination** is involved. It is a quantity measuring the goodness-of-fit of the linear regression. The value $r^2$ can be computed by the following formulas

$$ r^2 = \frac{SSR}{SST} $$

$$ SSR = \sum_{i=1}^{n} (\bar{y}_i - \bar{y})^2, \quad SST = \sum_{i=1}^{n} (y_i - \bar{y})^2 $$

(6.9)

where $y_i$ is the $i^{th}$ value of $y$, $\bar{y}$ is the mean of all $y$ values and $\bar{y}_i$ is the predicted value from the best fitting line. SSR is the sum of squared deviations of predicted values by the linear regression model from the mean value. SST is the sum of squared deviation of individual measurements from the mean. Figure 6.1 demonstrates the computation of $r^2$.

The value $r^2$ reports how much of the total variance in $y$ is "explained" by the rate term in the linear regression model. It is a fraction between 0.0 and 1.0, and has no units. A $r^2$ value of 0.0 means that there is no linear relationship between $x$ and $y$, and the best-fit line is a horizontal line going through the mean value $\bar{y}$. When $r^2$ equals 1.0, all points lie exactly on a straight line with no scatter. Figure 6.2 gives four examples of linear regression with different values of $r^2$. 

$$ w_i = \frac{1}{\sigma_i^2} \sum_{k=1}^{n} \frac{1}{\sigma_k^2} $$

(6.8)
Figure 6.1 The computation of $r^2$

Figure 6.2 $r^2$ and linear regression fitting
The simplified linear regression assumes that $y$ is linearly dependent on $x$, and then finds the slope and intercept that make a straight line come as close as possible to the observation data. In other words, using daily solutions to estimate the movement rate is based on the assumption that there is a linear relationship between the daily solutions and time. When $r^2$ is very small or even close to zero, the results from the linear fitting obviously are questionable. Is the slope or the crustal movement rate significantly different than zero? An F-test may help us answer this question. The F-test is usually used to test a hypothesis via a ratio of two variances. The results of the F-test tell us, with a certain of degree of confidence, whether or not there is linear relationship between $x$ and $y$. The significance of the linear regression is evaluated using the following F-statistic:

$$F = \frac{SSR / df(SSR)}{SSE / df(SSE)}$$

where $SSR = SST - SSR$ and $df(SSR) = g - 1$, is the number of degrees of freedom for $SSR$ which is equal to the number ($g$) of coefficients in the linear regression equation minus 1. $SSE$ is the sum of squared deviations of actual values from predicted values. $df(SSE) = n - g$, is the number of degrees of freedom for the error sum of squares which is equal to the number of observations ($n$) minus $g$.

In the F-test, the null hypothesis is that the slope of the fitting line is equal to zero. If the tested statistic value ($F$) from the equation (6.9) falls within a critical region from the F distribution function, then the null hypothesis is rejected. Else, the null hypothesis is accepted; the slope from the linear regression is zero. As a consequence of accepting the null hypothesis, the annual variation rate of the position time series is set to zero.
The F-test can be two-tailed or one-tailed [Snedecor and Cochran, 1989]. Their choice is determined by the problem. The two-tailed version tests against the alternative that the standard deviations are not equal. The one-tailed version only tests in one direction, that is the standard deviation from the first sequence is either greater than or less than (but not both) the second sequence standard deviation. At the same time, the F-test is referred to a significance level, \( \alpha \), which is used as a criterion for rejecting the null hypothesis. The lower \( \alpha \), the more the data diverge from the null hypothesis. The choice of \( \alpha \) is somewhat arbitrary. In practice, values of 0.1, 0.05, and 0.01 are most commonly used. In this research, the two-tailed F-test is employed with a significance level of 0.05 (\( \alpha = 0.05 \)).

6.2 Time Series and Velocity Estimations

All the daily solutions were produced with DIPOP using the same processing strategy as described in section 4.4.1. The velocity vectors of the time series in three directions (latitude, longitude, and vertical) and along baseline length were determined by the weighted least squares linear regression described in the last section. The results of velocity estimations of the three baselines and relative statistical results are given in Tables 6.2 – 6.5. Figures 6.3 – 6.5 graphically display the time series of three baselines from 304/2000 to 300/2001, the computed linear fitting results including annual movement rate, error and RMS, and their corresponding best-fitting lines.

The results of the linear regression shows that the sites ALBH and UCLU have displayed significant relative displacement with respect to the reference station DRAO. Their displacements reach $10.9 \pm 0.62$ (mm/year) in the direction of $E33^0N$ and
13.9±0.82 (mm/year) in the direction of E30°N, respectively. The displacement for the site HOLB is 3.8±0.5 (mm/year) to the North. For the vertical components, the site HOLB has the largest value, -7.8±1.0 (mm/year); and the movement rates of UCLU and ALBH are 0 and 2.6 ±0.9 mm/year in the height component, respectively. Tables 6.2-6.5 show that the RMS for the baseline DAAB is the smallest of the three baselines and the RMS for the longest baseline DAHL is the largest. Among the three components: latitude, longitude and height, the height component has the lowest $r^2$ value and the highest RMS level; on the contrary, the latitude component has the highest $r^2$ value and the lowest RMS level.

According to the discussions in the last section, a slope of zero is determined in the linear regression of movement velocity if the null hypothesis for the F-test is accepted. In this case, the number in the tables is denoted with the bold font. In all the F-tests, there are three F-tests not rejecting the null hypothesis (see Tables 6.2-6.5). At the same time, we can find that the $r^2$ values associating with them are all very small (less than 0.01) compared with other components. The estimated deformation variation trends at stations ALBH and UCLU with respect to DRAO are basically in agreement with the results of other crustal deformation studies in the WCDA area [Dragert, et al., 2001].

The results of the three baselines for 52 weeks indicate that the software DIPOP has the capability to detect the mm-level variations of the crustal deformation signals.
### Table 6.2 Variations in latitude (+North)

<table>
<thead>
<tr>
<th>Baseline</th>
<th>Velocity (mm/yr)</th>
<th>1σ (mm/yr)</th>
<th>$r^2$</th>
<th>RMS (mm)</th>
<th>F-Test H₀: Vel.=0</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAAB</td>
<td>5.8</td>
<td>0.4</td>
<td>0.3969</td>
<td>1.8</td>
<td>Reject</td>
</tr>
<tr>
<td>DAHL</td>
<td>3.8</td>
<td>0.5</td>
<td>0.1764</td>
<td>2.3</td>
<td>Reject</td>
</tr>
<tr>
<td>DAUL</td>
<td>7.0</td>
<td>0.4</td>
<td>0.4356</td>
<td>2.1</td>
<td>Reject</td>
</tr>
</tbody>
</table>

### Table 6.3 Variations in longitude (+East)

<table>
<thead>
<tr>
<th>Baseline</th>
<th>Velocity (mm/yr)</th>
<th>1σ (mm/yr)</th>
<th>$r^2$</th>
<th>RMS (mm)</th>
<th>F-Test H₀: Vel.=0</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAAB</td>
<td>9.2</td>
<td>0.6</td>
<td>0.3364</td>
<td>3.5</td>
<td>Rejected</td>
</tr>
<tr>
<td>DAHL</td>
<td>0.0(-0.2)</td>
<td>(0.7)</td>
<td>(0.0064)</td>
<td>(5.1)</td>
<td>Accepted</td>
</tr>
<tr>
<td>DAUL</td>
<td>12.0</td>
<td>0.7</td>
<td>0.3721</td>
<td>4.4</td>
<td>Rejected</td>
</tr>
</tbody>
</table>

### Table 6.4 Variations in height (+Up)

<table>
<thead>
<tr>
<th>Baseline</th>
<th>Velocity (mm/yr)</th>
<th>1σ (mm/yr)</th>
<th>$r^2$</th>
<th>RMS (mm)</th>
<th>F-Test H₀: Vel.=0</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAAB</td>
<td>2.6</td>
<td>0.9</td>
<td>0.0256</td>
<td>5.2</td>
<td>Rejected</td>
</tr>
<tr>
<td>DAHL</td>
<td>-7.8</td>
<td>1.0</td>
<td>0.0841</td>
<td>6.9</td>
<td>Rejected</td>
</tr>
<tr>
<td>DAUL</td>
<td>0.0(-1.9)</td>
<td>(1.0)</td>
<td>(0.0064)</td>
<td>(9.4)</td>
<td>Accepted</td>
</tr>
</tbody>
</table>

### Table 6.5 Variations in baseline length

<table>
<thead>
<tr>
<th>Baseline</th>
<th>Velocity (mm/yr)</th>
<th>1σ (mm/yr)</th>
<th>$r^2$</th>
<th>RMS (mm)</th>
<th>F-Test H₀: Vel.=0</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAAB</td>
<td>-10.9</td>
<td>0.6</td>
<td>0.4356</td>
<td>3.6</td>
<td>Rejected</td>
</tr>
<tr>
<td>DAHL</td>
<td>0.0(-0.1)</td>
<td>(0.7)</td>
<td>(0.0009)</td>
<td>(5.0)</td>
<td>Accepted</td>
</tr>
<tr>
<td>DAUL</td>
<td>-13.1</td>
<td>0.7</td>
<td>0.4096</td>
<td>4.5</td>
<td>Rejected</td>
</tr>
</tbody>
</table>
Figure 6.3 Time series of variations at ALBH with respect to DRAO in latitude (+N), longitude (+E) and height (+up) and of the baseline DAAB length.
Figure 6.4 Time series of variations at HOLB with respect to DRAO in latitude (+N), longitude (+E) and height (+up) and of the baseline DAHL length
Figure 6.5 Time series of variations at UCLU with respect to DRAO in latitude (+N), longitude (+E) and height (+up) and of the baseline DAUL length
Chapter 7

Conclusions and Recommendations

This thesis focuses on the investigation of GPS data processing techniques applied in monitoring crustal deformation via analyzing the data from WCDA with the software DIPOP. The research conducted tests of error correction models, analysis of daily solutions, comparison of positioning results, computations of position time series and improvements of cycle slip detecting algorithms. This chapter gives conclusions of the research and recommendations for future studies.

7.1 Conclusions

In Chapter 4, the one-week daily solutions for 7 WCDA sites in reference to the station DRAO show that repeatabilities of height component and baseline length are both better than 1 cm. Except for the site NANO, the daily variations of the height component and baseline length are within a range of 1 cm. The relative precision along the baseline length is better than 0.01PPM, within a range of 0.004-0.008 PPM. The preliminary results indicate the solutions from DIPOP can reach a daily repeatability better than 1 cm in static relative positioning measurements for baselines spanning a few hundreds of km.
The comparison between the DIPOP solutions of the 5 WCDA sites and the IERS ITRF2000 solutions (at 1997.0 epoch in ITRF97) in Chapter 4 indicates an agreement better than 1.5 cm between the two sets of absolute Cartesian coordinate solutions for three coordinate components. The relative difference of baseline lengths shows a scale of 1 - 2 parts per 0.01 PPM. The results imply that the level of coordinate conformity between the two solutions from DIPOP and IERS is of the order of a few cm. And DIPOP is capable of providing a comparable accuracy to that of other GPS software suites in static relative positioning.

The error budget in Chapter 4 shows that the multipath interference, the tropospheric delay, and the offset from antenna phase center variations are main error sources affecting the precision and accuracy of the DIPOP solutions.

DIPOP’s performance in extracting the crustal deformation signals was evaluated by an analysis of the position time series from three WCDA GPS baselines for a period of 52 weeks. It is shown in Chapter 6 that the crustal deformation signals of yearly mm level have been extracted from the time series. Especially, the sites ALBH and UCLU have displayed significant relative displacement with respect to the reference station DRAO. Their yearly horizontal displacements reach 10.9 mm ($\sigma: \pm 0.62$) and 13.9 mm ($\sigma: \pm 0.82$), respectively. However, comparing vertical components with horizontal components, it was found that the linear fittings of the former present a higher regression residual level than other components. The yearly varying trends in height components show uncertainties about 1.5 times larger than those in latitude and longitude components do. Improvement of the method for tropospheric zenith delay estimation in DIPOP may reduce the uncertainties of the vertical trend estimations.
An important part of the research was to improve the technique of detecting and fixing cycle slips in order to improve the efficiency of DIPOP. In this research, a method consisting of three subroutines to automatically detect the cycle slips was implemented in PREDD. The improvement enhances the automation level of detecting cycle slips and contributes to completeness of analyzing the time series. However, the events of falsely detecting cycle slips or missing cycle slips still happen. A further refinement of the method is needed.

7.2 Recommendations

The following is a list of recommendations for future studies based on this research:

- Although an elevation angle cut off of 15° was used in all the data analysis, multipath still shows significant effects on the precision of DIPOP's solutions (see Chapter 4). Since the use of a higher elevation angle cutoff (≥15°) may cause a high correlation between the tropospheric zenith delay and the height estimation, it is necessary to develop an efficient method to mitigate the effect of the multipath.

- The nature that tropospheric delay continuously varies with time has not been taken into account in the current version of DIPOP. It could be considered as a major reason causing the lower precision in the height component. A stochastic model characterized by an empirical variance which constrains the zenith delay changes by a time correlation is expected to be implemented for the estimation of residual tropospheric zenith delay in DIPOP. Such a model has been prototyped in an earlier version of DIPOP and needs to be reintroduced into the current version.
• In this research, the coordinates of satellites from the IGS precise ephemerides were held fixed as exact known parameters without corrections for the phase center offset of satellite antenna. As a result, a systematic error was caused. Since the phase center offset of a receiver antenna can change by many cm during the satellites’ movement, the neglect of the phase center offset’s variation may lead to baseline errors between mm and cm, and can even reach up to 10 cm for the height component. The variation of the phase center offset should be considered instead of simply using a constant of phase center offset in the high-precision GPS positioning with DIPOP.

• The analysis of the position time series for a period of 52 weeks shows that the annual crustal deformation rate at the three WCDA sites is very small. The long-term variations of the time series were not taken into account in the analysis. The data of WCDA over a longer time should be more useful for monitoring the variation of the crustal deformation in the WCDA area. In a future study of deformation time series, the correlation and spectral analysis of the time series should be carried out in order to get a more reasonable and realistic information of crustal deformation.

• The method of automatically detecting cycle slips largely enhances the productive efficiency of DIPOP, while avoiding the events of falsely detecting cycle slips or missing cycle slips is a major direction for refining the method.

• The current version of DIPOP can process data from different receiver antenna types. But when data from a new type of antenna are processed, modifications of a source code subroutine and compilation of the whole main program have to be done by users. So in the future a friendlier user interface should include a method of independently dealing with the new receiver antenna types from the main source program in DIPOP.
• In DIPOP, the satellite clock corrections from the IGS ephemerides are held as exact known parameters in data processing. If the clock corrections are very bad or absent at an epoch, they will be set to 999999.9999 at that epoch in the IGS ephemerides. Then a manual operation to remove the satellite at the epoch is needed. A program with the ability to automatically carry out the removal is expected in future refinement of DIPOP, especially in a case of large data set processing.

• Reduction of the correlation between the tropospheric parameters and height requires use of observations from low elevation angles. The current version of DIPOP has already included features such as de-weighting observations at low elevation angles to deal with this issue. This is not covered in this thesis. Further work on it will be particularly useful for improvements of the vertical component solutions.
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