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ABSTRACT 

This thesis investigation shows how the precise carrier-phase measurements available 

from the Global Positioning System in differential mode may be used to monitor the 

vertical motion of a ship- called heave. A model to utilize GPS observations in 

combination with ship attitude measurements has been devised and implemented. This 

model has been incorporated into a hydrographic navigation system being produced by 

Nortech Surveys (Canada) Inc. for the Canadian Hydrographic Service [Rapatz and Wells, 

1990]. Testing of this model using a static data set indicates accuracy levels in the order of 

five centimetres or less. Comparisons of GPS measured heave with commercial heave 

sensor data during a ship cruise 100 kilometres offshore of Shelburne, N.S. reinforces this 

initial accuracy estimate. 

The investigation illuminates some of the advantages, disadvantages and problems with 

using GPS for heave measurements and recommends areas of further research. The final 

conclusion is that used appropriately, GPS has the capability of accurately measuring 

vessel heave, even under circumstances in which commercial heave sensors may be 

incapable. 
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CHAPTER ONE 

SCOPE OF THESIS 

This thesis investigates the use of the NA VST AR Global Positioning System (GPS) in a 

differential mode to precisely measure vessel heave - the vertical displacement of a ship 

from an equilibrium position. The issues affecting the use of differential GPS for heave 

determination addressed by this thesis are divided into two areas; the first dealing with the 

GPS signal itself and the second how to best use the motion information obtained from the 

signal. Of principle interest in the first case is the role which ambiguity resolution, satellite 

geometry and signal integrity play in the determination of the short term antenna motion; 

An appropriate model has been designed which utilizes the GPS derived antenna motion 

and pitch and roll information to resolve the vessel heave. 

This thesis will show that heave determination using GPS.is possible, accurate and 

even advantageous. The practical approach that has been taken, while perhaps not 

definitive, at the very least gives proof of concept and provides accurate vessel heave 

measurements from GPS signals. 

1.1 Motivation 

The forces that act on a ship and the motions generated by those forces are factors which 

limit ship based activities. Early in the history of sailing, measurements of vessel speed, 

pitch and roll were possible using crude instrumentation [Blagoveshchensky, 1962]. In 

contrast, heave resisted measurement other than qualitative observation for a much longer 

time. Early measurement techniques, including hull mounted pressure sensors and 

electrical conducting strips, suffered from the variability of the elevation of the water 
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surface used as the reference datum [Lattwood and Pengelly, 1967] and have largely been 

replaced by accelerometer based heave sensors. 

Even though such heave sensors can potentially achieve accuracies in the order of three 

percent of the range of motion experienced [Hopkins and Adamo, 1981], they suffer from 

a number of problems which limit their range of operations [Rapatz, 1989]. GPS signals, 

by being independent of the vessel, offer the possibility of eliminating some of these 

problem5thereby increasing accuracy and expanding the conditions under which accurate 

measurements can be made. However, the use of GPS introduces its own difficulties and 

these need to be identified and addressed. 

1. 2 Historical Background 

In 1985, GPS measurements were observed aboard an airplane during flight in order to 

monitor height ch~ges in a dynamic mode [Mader, 1986]. Rigid control observations 

were taken before, during and after the flight to control the experiment. The technique 

involved using strictly carrier phase observations and solving for the change in position 

between the starting point and the observation epoch. The accuracy of the experiment was 

determined by the mis-closure between height measurements from GPS measurements and 

control measurements. Results from this investigation indicated rms accuracies for GPS 

height measurements of 30 ems or better with the potential for much higher accuracies. 

Attitude determination studies using GPS have been conducted showing the possibility 

of measuring short period motions with a high precision [Evans, 1985, 1986]. These 

studies are designed to evaluate GPS capabilities in precise vessel attitude monitoring and 

possible enhancement or replacement of inertial navigation systems. Difficulties include 

signal noise levels, cycle slips and satellite geometry; all of which are factors in the 

accuracy of the measurements. 
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A GPS kinematic test was undertaken by Nortech Surveys of Canada Inc. [Nortech, 

1987]. During this test, carrier phase obseiVations were obtained that, when processed, 

showed a height signal with a sinusoidal character. It was theorized that this signal was the 

heave of the ship on which the GPS antenna was located. Unfortunately, there were no 

additional sensors aboard the ship that might have confirmed this obseiVation. Even so, 

the evidence of the capacity of GPS for heave measurement was quite clear. 

The goal of continuing investigations into kinematic GPS , using various platforms 

such as boats, cars and airplanes, is to provide real-time, centimetre level positioning. 

These investigations are related to this thesis in that the nature of the problem is similar, 

however the requirements that are associated with the general kinematic problem are much 

more stringent than is necessary for heave determination. More details on these 

requirements are given in Chapters Two and Three. Some problems that are currently 

being addressed by these studies are again geometry considerations, cycle slip recovery and 

ambiguity resolution [Landau, 1989 and Hatch, 1989]. 

1. 3 Investigation Procedure 

The investigation procedure followed for this thesis was developed to provide proof for the 

initial postulation that differential GPS is capable of measuring vessel heave and then to 

develop a practical utilization of this theory. This consisted of developing techniques to 

appropriately utilize GPS measurements, testing using static data, collecting field data and 

finally, evaluating the results of processing the field data. 

The technique used for determining heave from GPS measurements utilizes the high 

precision with which the carrier phase signal can be measured to determine the relative 

movements of the GPS antenna from epoch to epoch. Refming the motion determination 
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into height changes from epoch to epoch and integrating gives height motion over time. 

Appropriate datum selection and low frequency filtering, combined with pitch and roll 

measurements allow the determination of vertical motion of any point on a vessel. 

This technique was tested using a data set from a static baseline collected during a 1986 

observing campaign on Vancouver Island and north western Washington State [Kleusberg 

and Wanninger, 1987]. The result of processing this data set should of course indicate 

zero vertical motion over time and this assumption was used to confirm the algorithm. The 

accuracy of this test is influenced by the static nature of the data set and the more precise 

signal measurements possible under low dynamics. These test results indicate a precision 

level in the order of a few centimetres or less. 

In determining potential accuracy, many aspects have been considered The GPS 

system accuracy is central to this issue. In order to assess this accuracy as it relates to 

heave determination, rough estimates of error contribution~ have been relied on, 

supplemented by continuing research in the area of kinematic GPS. Considering all 

practical sources of error and the conditions under which the system would be expected to 

operate, it was felt that centimetre level accuracy was certainly attainable. In fact, field data 

obtained for this thesis indicates that accuracies in the order of five centimetres are already 

achievable. 

In order to fully confirm the initial expectations of this study, it was necessary to collect 

data under field conditions using controlled observations from different sensors. In June 

of 1988, the CSS HUDSON was used to collect multi-sensor data. The cruise lasted for 

ten days and took place approximately 100 miles off-shore of Nova Scotia, Canada. The 

sensors included mechanical heave sensors, pitch/roll sensors, three axis accelerometers 

and two Texas Instruments series 4100 GPS receivers, one of which was located ashore at 

Shelburne, N.S. 
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The data collected at sea and on shore occupied 80 megabytes of floppy disk space and 

much pre-processing was required to reduce the observations to a usable format. GPS data 

was processed on a day-by-day basis and then compared against data from other sensors. 

The discussion of the results of these comparisons form the core of Chapter 5. 

1. 4 Contributions of This Thesis 

Section 1.2 indicated that research into the use of differential GPS to measure vessel 

attitude was begun only recently and that the issue of heave measurement is relatively 

untouched. The unanswered questions from the 1987 Nortech research project formed the 

basis for the goals of this investigation: namely show that GPS can measure vessel heave 

and assess the accuracy and reliability of GPS derived heave. In carrying out the mandate 

of the investigation, the following contributions have been made: 

• The ability of GPS to measure vessel heave has been clearly confirmed and is a 

significant development. Although it had been previously suspected that GPS was 

capable of this capacity, deterministic studies had yet to be performed [Nortech, 1987]. 

This thesis clearly demonstrates a further use for GPS hitherto not realized and opens 

the door for further development of this technique in the future. 

• A practical heave determination algorithm was constructed during the course of this 

investigation in response to a request by Nortech Surveys of Canada Inc. This heave 

algorithm takes into consideration some of the difficulties encountered during the 

research and represents a simple yet effective approach to heave determination. This 

algorithm is currently being used in a micro-computer based GPS positioning system 

developed by Nortech under contract to the Canadian Hydrographic Service [Rapatz 

and Wells, 1990]. 
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• The accuracy of differential GPS heave determination has been clearly demonstrated in 

the case of the initial algorithm. This accuracy is currently plus or minus five 

centimetres and is limited by such factors as signal noise, satellite geometry, cycle-slips 

and long baselines. The sensitivity of GPS heave determination to some situations has 

been illustrated and this information can be used to define conditions under which the 

technique is appropriate. The results from comparing the control measurements with 

the GPS heave estimates hint at the potential improvement of GPS heave mea~we.nient 

accuracy by as much as an order of magnitude. 

1. 5 Thesis Outline 

Chapter One- Scope of Thesis is an introductory section outlining the framework of the 

study. It introduces the motivation behind the investigation within the context of the 

historical background and sketches the investigation procedure followed. The 

contributions of this thesis are elucidated and the structure of the written work is described. 

Chapter Two- A Ship in Motion describes the physical dynamics of a ship that the 

new technique is attempting to monitor. The chapter begins with the driving forces behind 

ship motions, continues with the physical ship/sea interaction and the resulting motions 

experienced. The remaining sections deal with the establishment of a basis for 

measurement, the different techniques available and the importance of a measurement 

datum. 

Chapter Three- GPS Derived Heave deals with the issues involved in using GPS for 

heave determination. The chapter begins with sections describing the Global Positioning 

System and the types of measurements possible. The techniques used for determining 

positions with GPS measurements are outlined with emphasis on moving receivers. The 
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chapter concludes by illustrating the particular technique used for resolving the heave 

motion of the antenna and the ship itself. 

Chapter Four- Field Data outlines the collection of data in the field Sections deal 

with both GPS data collection and data from the mechanical motion sensors. Details of the 

data decoding, cleaning, pre-processing are given for both data types. 

Chapter Five -.Processing And Comparisons gives the results for processing and 

comparison of the two sets of data. The criteria used for the comparison and evaluation of 

the data are explained, followed by interpretation of the differences between GPS data and 

the control data. The chapter ends with a summary of the comparison statistics. 

Chapter Six- Discussion and Conclusion summarizes the preceding chapters in this 

thesis and draws conclusions from the results of the investigation. A review of the goals of 

the thesis are contrasted with a discussion of the effectiveness of the study. The future of 

GPS as a heave sensor is elaborated upon in conjunction with the previous sections and 

fmally recommendations are given regarding future research and application of this 

technique. 

1. 6 Chapter Summary 

Chapter One has introduced the scope of this thesis investigation by introducing the concept 

of differential GPS heave determination, describing the motivation behind the work, and 

relating some of the historical background regarding research in differential GPS and heave 

measurement. Completing the overview of the thesis, the procedure followed in the 

investigation and the structure of the subsequent report on this work has been described, 

followed by a concluding section which clearly states the goals of the research and details 

the scientific contributions made. 
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CHAPTER TWO 

A SHIP IN MOTION 

The modelling of ship motions on the ocean has intrigued sailors and ship owners wishing 

to assess and extend the sea worthiness of their vessels. The problem however is that ship 

motion is a complicated interaction between the air, sea and ship's hull. Researchers use 

models, statistics, simplistic assumptions and the experience of mariners with varying 

degrees of success. This chapter introduces some of the basic concepts and defmitions 

used in studying ship motion with the emphasis on the vertical motion - known as heave. 

The following sections introduce ocean waves as the dominant driving force of ship 

motion, basic theory of ship statics and motions, and the deterministic mathematical model. 

Some heave measurement techniques are described and the importance of vertical datums in 

vertical motion studies is discussed. 

2.1 Waves 

Undulations of the surface of a body of water, called waves, will provoke the motion of 

any object resting on the surface of the water. Waves are formed as a result of disturbances 

from three main sources: 

• air/sea interaction at the surface; 

• seismic disturbances; 

• tidal forces [Price and Bishop, 1974]. 

Waves created by the first source are of direct interest when studying vessel motions as 

they are more persistent, energetic and frequent than the other two. 

Wind driven waves are typically classified according to their height, wavelength, period 

and fetch. Waves which have a wavelength greater than twice the depth of the water, called 
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translational waves, are affected by the presence of the water bottom and have a speed Cs 

which is independent of the wave frequency. Oscillatory or free waves on the other hand 

are not affected by the presence of the bottom but their speed Cd is frequency or wavelength 

dependent [Bowditch, 1984]. These relationships can be seen in the following equations: 

where: 

g 

L 

D 

ect=# 
cs = ..JgD-

acceleration due to gravity; 

wavelength; 

water depth [Forrester, 1984]. 

(2.1) 

(2.2) 

There are two major theories regarding the development of wind driven waves, both 

assuming an energy transfer at the boundary between the air and water but differing in the 

mechanism. The first claims that shear stresses on the water surface set up by the wind is 

the source of the energy transfer, whereas a later theory states that the mechanism is the 

turl>ulently changing pressure right at the air-sea interface [Price and Bishop, 1974]. In 

either case this energy transference occurs immediately when the wind begins to blow. 

Winds with a speed of less than two knots will instantly cause ripples on the water, 

whereas flows greater than two knots will begin to develop more stable gravity waves 

[Bowditch, 1984]. These two theories do not fully account for the observed rates of wave 

generation and are still in question. Much more complicated, non-linear formulations and 

more study of the actual mechanisms are required to adequately model this complex process 

[Price and Bishop, 1974]. 

Ocean waves, when under the influence of the wind, have a shape closely related to 

trochoidal waves. This wave shape is mathematically defmed as the continuous line 
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formed by the path of a fixed point within a circle as that circle is rolled along a straight line 

[Rawson and Tupper, 1968]. As the wave moves out from under the wind's influence, the 

wave height diminishes and the wave shape decays to a sinusoidal shape. The difference 

between the two wave shapes can be seen in Figure 2.1. The trochoidal wave shape is 

used for some fundamental predictions but, for deterministic studies, is usually replaced by 

the mathematically simpler sinusoidal wave shape [Blagoveshchensky, 1962]. 

10T-~~----~----------~--------------------~---------T 

8 

6 

-6 

-8 

Comparison Plot of a Trochoid and Cosine Wave with Similar 
Amplitude, Wavelength and Phase. 

-Trochoid 
,._,.""~ Cosine 

-10~~------~----------------~------------------------~ 0 10 20 30 40 50 60 70 

X Direction 

Figure 2.1 - Trochoidal vs. Sine Wave 

Ocean waves can also be treated as a random process that is best characterized by 

statistical properties. Some effort has been given to fmding a representative wave energy 

spectrum for an area based on observations of wave height, direction and frequency. As 

the wind continues to blow at a constant velocity for some time, the energy of the wave 

spectrum approaches a peak at a particular frequency ro0 . This characteristic frequency is 

inversely proportional to the velocity of the wind. The cutoff equilibrium spectrum is the 

simplest model of the wind spectrum. 

<I>~~( ro) = Ag200-5 (2.3) 

=0 otherwise 
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A 

g 

(l) 

Amplitude of wave; 

gravitational acceleration; 

frequency; 

cutoff frequency. 

This model is not frequently used as it relies on the relationship between frequency and 

wave energy whereas modem models have attempted to relate the wave energy spectrum to 

the wind velocity. 

2.2 Ship Statics 

The study of the forces which act on a floating object at rest on a still surface is called 

statics. Static forces are the result of the gravitational force acting downwards and the 

buoyancy restoring force acting upwards. The buoyancy restoring force and the 

gravitational force do not in general, act through the same point. 'I}le gravitational force 

acts through the centre of gravity of the ship whereas the buoyancy restoring force, 

following Archimedes principle, acts through the centroid of the space submerged in the 

water [Rawson and Tupper, 1968]. When these two forces do not act in the same line, 

such as when the vessel is somehow moved from its rest position, then the ship can exist in 

three states: stable equilibrium where the restoring force is such that the ship will return to 

its original rest position, unstable equilibrium where the restoring force is such that the ship 

will move away from its original rest position, and neutral equilibrium where the ship 

neither moves towards or away from the rest position [Lattwood and Pengelly, 1967]. 

Obviously, ships are designed to be in stable equilibrium under most circumstances. 
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2. 3 Ship Motions 

A ship can be considered a rigid body floating upon still or disturbed water. The motions 

of a ship are described using a three dimensional reference frame where six quantities can 

be measured: rotations about each of the axes and translations in the direction of each of 

the axes. These motions are coupled and therefore not easily interpreted when looking for 

insight into the behavior of the ship. The common terminology and definitions are 

presented below and are with respect to the equilibrium position [Blagoveshchensky, 

1962]. 

Roll Rotation about the longitudinal axis. Positive if the starboard (right) side is 

low. Negative if the port (left) side is low. 

Pitch Rotation about the transverse axis. Positive if the bow is raised. 

Yaw Rotation about the vertical centre axis. Positive if the bow is to starboard. 

Heave - Translation in the vertical direction. Positive when the ship moves downward. 

Surge Translation in the longitudinal direction. Positive in the forward direction. 

Sway Translation in the transverse direction. Positive in the starboard direction. 

Chapter Two 

surge 

[Rawson and Tupper, 1967] 

Figure 2.2 - Ship Motions 
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The oscillatory motions described above are individually characterized according to the 

parameters A-amplitude, T-period and ¢!-phase, which are familiar from basic wave theory. 

In the study of ship motions the maximum velocity and acceleration of the motion is 

measured along with the roll intensity which is the amplitude doubled [Blagoveshchensk:y, 

1962]. 

2. 4 Reference Frames 

For the purposes of studying ship motions in response to a driving force, a set of 

appropriate reference frames must be considered. The most useful set of reference frames 

will allow transformation of obsetvations in the local ship reference frame to an external 

reference frame. The parameters which relate the different reference frames are the six 

orientation and displacement measures from section 2.3, the ship's heading, the ship's 

speed and the ship's initial geographic position. 

are: 

The four intermediate reference frames that are typically utilized in ship motion studies 

1) OXYZ-- A left hand system, origin fixed to the initial position of the ship, X axis 

oriented North (local topocentric). 

2) O'X'Y'Z'- A left hand system, origin as above, X axis oriented along the heading 

of the ship. 

3) o*x*y*z*_ A right hand system, origin fixed to the ship, axes follow axes of the 

vessel when it is motionless and in equilibrium; 

4) otxtytzt_ A right hand system, origin fixed to the ship, axes fixed to the axes 

of the vessel itself. 
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The first reference frame OXYZ has a fixed origin and orientation. The OXY plane lies 

on and is tangent to the average ocean surface and the Z axis points vertically up. The 

initial orientation and origin can be arbitrary but it is customary to choose North as the X 

axis and the position of the vessel at timet= to respectively. The second reference frame 

O'X'Y'Z' is in all ways the same as the first with the exception that the X' axis is oriented 

along the ship heading. This reference frame naturally makes the assumption that the ship 

heading is constant between timet= to and t = ti. These two reference frames are 

necessary for relating the position and orientation of the ship with respect to geographical 

coordinate systems. 

Relationship Between Local Topocentric Coordinate System 
Origin at t(o) and Ship Based System at t(n) 

* 
* /~:f"x 

}';?) 
~ Position at time t(n) 

,,' ' .. 
X ,' \. 

; ' 

, , 

; ' 
~~~/,' '- * 

t,'l> , y 
~,' , 

0 ; y 
Position at time t( o) 

Figure 2.3 - Local Coordinate System to Ship Based System 

Reference frames that allow measurement of the ship's orientation with respect to its 

static position have the origin fixed at the centre of gravity of the vessel. The equilibrium 

reference frame o*x*y*z* allows the reference axes to be aligned with the ship axes such 

that X* is pointing along the longitudinal axis, Y* is aligned with the beam axis and Z* 

vertically downward given that the ship is not influenced by the motion of the waves, i.e. 

that it is at rest in equilibrium. The fmal reference frame otxtytzt is a ship fixed frame 

where the axes are fixed with the axes of the vessel and follow the motion of the vessel. It 
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is in this reference system that the relative coordinates of the motion sensors are 

determined. 

2.4.1 Transformations 

Given the assumption that the rotation angles are small, the coordinate transformations may 

be performed using rotation and reflection matrices where the general form is: 

(2.2) 

where: 

r' - vector in the second system; 

i" vector in the first system; 

r' 0 - position of the origin of the first system in the second system; 

T - general transformation matrix consisting of a series of rotations R and 

reflection P; 

0>1 ,OJ2,0>3 - rotation angles about the axes of the first system. 

[Vanicek and Krakiwsky, 1988] 

Using this general form then: 

[ 
COS(O>J) sin(O>J) 0] 

R3(0>3) = -sin(0>3) cos(oo3) 0 and 
0 0 1 

[-1 0-0] 
Pt = 0 1 0 

0 0 1 

Chapter Two 

[ 1 0 0] 
P2 = 0 -1 0 

0 0 1 

[ 
COS(C02) 0 -sin(C02)] 

R2(002) = 0 1 0 
sin( 002) 0 cos( 002) 

[ 1 0 0] 
P3 = 0 1 0 

0 0 -1 

(2.3) 
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To describe the relationships between the four reference systems the following 

transformations can be used: 

From system 4 (Otxtytzt) to system 3 (O*X*Y*Z*): 

i'3 = Rt(-Roll) · R2(-Pitch) · R3(-Yaw) · i'4 + l4 (2.4) 

where: 

t4 - translation vector = [ --ss~:; ] 
-heave 

from system 3 (O.*X*Y*Z*) to sysieni 2 (O'X'Y'Z'): 

i'2 = P3 · i'3 + i'o2 (2.5) 

where: 

i'0 2 _ coordinates of the ship fixed origin with respect to origin of system 2. 

from system 2 (O'X'Y'Z') to system 1 (OXYZ): 

i't = R3(-heading) · r2 

The reverse transformation is easily aCCOIJ?.plished by reversing the process and 

following the appropriate rules for handling matrix operations. 

2. 5 Mathematical Model 

(2.6) 

In deterministic studies of ship motion simplifying assumptions are made to alleviate· 

mathematical complications. These assumptions are generally taken to be that the ship is 

rigid, it is operating at a constant speed and that the ship's heading is at some arbitrary 

angle to the direction of sinusoidal waves [Price and Bishop, 1974]. The equation used is 

the well known 2nd order differential equation describing damped, forced motion. 

(M+A) q(t) + B q(t) + C q(t) = ~eiroe (2.7) 

where: 
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(M+A) the virtual mass matrix and is made up of the contributions of the mass and 

inertial tensor of the ship as well as that of the water entrained by the ship 

movements; 

B the damping matrix; 

C - the restoring force matrix; 

q(t) - the output vector consisting of amplitudes of the surge, sway, heave forces 

and the amplitudes of the roll, pitch, yaw forces; 

q0 - considered the input vector which is a combination of translation and 

rotation movements in the directions of the equilibrium axes; 

~ - encounter frequency. 

The matrices (M + A), B, C can be considered constant over time [Price and Bishop, 

197 4]. The reference frame is the ship based equilibrium frame and: 

X 
x(t) 

y y(t) 

z z(t) 

qo= k 
q(t) = C.Ot (t) 

m C.O} (t) 
n 

C.O} (t) 

where: 

X,Y,Z - amplitudes of surge, sway, and heave; 

k, m, n - amplitudes of pitch, roll, and yaw; 

(2.8) 

x(t), y(t), z(t) - surge, sway, and heave motions in the o*x*y*z* reference frame; 

C.Ot(t),0)2(t),c.o3(t) - pitch, roll, and yaw orientations with respect to equilibrium axes 

[Price and Bishop, 1974]. 
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2. 6 Measurement Techniques 

Early motion sensors used very simple principles in their design in order to measure ship 

attitude and motion. Pitch and roll measurements were made using mechanical or hydro-

mechanical inclinometers. Yaw measurements consisted of course deviations from course 

made good. These types of measurements follow similar principles today but are more 

refined in terms of accuracy and reliability. Heave measurements on-the other hand, are a 

more difficult proposition. Measurement techniques have changed substantially and reflect 

a great improvement in accuracy and suitability to the ocean environment. 

2. 6.1 Hydrodynamic 

Typical early heave sensor designs were electrostatic strips and pressure sensors. The 

electrostatic strip utilized the conductivity of sea water to assist in measuring th<? height of 

the water along a metal strip attached to the side of the ship [Caldwell, 1955]. The pressure 

sensor was fixed to the side of the ship and provided a continuous measurement of the 

pressure of the water column above the sensor [Grover, 1954]. As the ship moved up and 

down the water pressure at the sensor head decreased or increased. A simple formula 

P = pgh is used to extract the height h, where Pis pressure, pis water density and g is 

acceleration due to gravity. 

These techniques, while offering direct measurement of the water height with respect to 

the ship's hull, have no way of distinguishing whether the water level change is due to the 

motion of the ship such as rolling or due to changes in the sea surface such as is caused by 

waves etc [Tucker, 1955]. These extraneous changes of the water level in direct contact 

with the hull cause significant measurement errors and limit the usefulness of 

hydrodynamic techniques to times when the sea surface is very calm. 
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2.6.2 Survey ~easurernent 

One technique that can be very accurate is optical measurement using conventional 

surveying instrumentation. Observing various points on the vessel as it undergoes motion 

enables one to track the roll, pitch and heave. The main limitations are the rapidity with 

which the measurements must be made, the range limitation of the optical instruments 

(usually less than five kilometres) and the coordination required for observations from 

different vantage points. These restrictions limit the application of this technique to near 

shore research projects [Renouf, 1987]. 

2.6.3 Photographs 

Photographs or motion pictures, taken from either on board the vessel or from another 

vantage point, can provide a unique visual record of a ship's motions [Blagoveshchensky, 

1962]. However, unless some kind of positional control can be added to the picture, it is 

difficult to perform quantitative measurements. Photographs have been successful 

however, iii quantitatively assessing the driving function of the sea surface itself. 

2. 6. 4 Accelerometer Based Heave Sensors 

The particular type of heave sensor used to provide control measurements for this 

investigation have a single accelerometer installed on a self-stabilizing platform. These 

devices are usually but not always located near or at the centre of gravity of the vessel 

where the sensor will not experience tangential accelerations other than those due to heave .. 

Should the device experience motions outside its dynamic range, the resulting output will 

be unreliable. When the sensor is placed away from the point of interest, other orientation 

sensors monitoring the pitch and roll of the vessel must be used. The roll and pitch may 
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then be used in the transformation of the motion from the sensor location to the point of 

interest. 

2.6.4.1 The Reference Platform 

The self-stabilized platform on which the heave sensing accelerometer is installed, is used 

as the horizontal reference plane and attempts to compensate for the rotational motions so as 

to remain perpendicular with respect to the gravity normal at all times. As well, the 

platform is designed to be insensitive to short period horizontal translational motions. The 

platform has some resonant oscillation period which is a function of the characteristics of 

the platform as well as the medium in which the working parts are immersed. However 

these motions, which can be the result of wave action, ship maneuvering and pitch and roll, 

become significant as the frequency of the motion approaches the natural oscillation 

frequency of the platform [Staples et al., 1985]. The resulting horizontal accelerations will 

cause the orientation of the reference platform to change with respect to the gravitational 

normal and the accelerometer will no longer register the vertical acceleration alone but a 

component of both the vertical and horizontal accelerations experienced. 

2.6.4.2 The Acceleration Signal 

To calculate the vertical position of the sensor with respect to its equilibrium position, the 

vertical acceleration is doubly integrated and sampled [Renouf, 1987]. However, because 

the signal from an accelerometer oriented vertically will always contain a constant 

component as well as spurious low frequency components, the integrator will eventually 

become overwhelmed. For this reason, low frequency signals must be heavily filtered 

from the output signal with a consequent loss of information [Zielinski, 1986]. 
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There are two ways of handling output from the accelerometer. The signal, which is 

analogue by nature, can be processed using an analogue filter and integrator or it can be 

discretely sampled, and then digitally filtered and integrated Analogue filtering and 

integration technique can only use past data providing near real time output. Digital 

techniques, by storing the information, can provide either near real time results or, 

smoothed results that are lagged in time [Hopkins and Adamo, 1981]. 

Filtering techniques are limited in that they are designed to be insensitive to periodic 

motions within a specific frequency pass band The appropriate band width chosen in the 

fllter and integrator design is determined by the conditions the sensor is expected to operate 

in. For vessel operations on the ocean, a low frequency cutoff point of close to 0.05 Hz 

and a high frequency cutoff point of 1 Hz are commonly used [Renouf, 1987]. 

2.6.4.3 Centripet~l Acceleration 

One difficulty with accelerometer based heave sensors is their sensitivity to all 

accelerations, not just those in the vertical direction. Even though the sensor platform 

attempts to remain perpendicular to the normal gravity vector, small deviations will occur 

due to the pitch and in particular the roll of the vessel. If the sensor package is located 

some distance from the rotational axis then centripetal accelerations will occur during 

rolling motion. The sensor is incapable of distinguishing this acceleration from linear 

acceleration and is one reason that the manufacturers recommend locating the sensor at the 

centre of gravity of the vessel. 

A simple calculation can indicate the range of error this centripetal acceleration can 

introduce and that must be filtered out. Given a point 10 metres above the roll axis of the 

vessel and experiencing a roll of± 2° then, assuming simple harmonic motion as an 

Chapter Two Page 21 



approximation and looking at one half the cycle i.e. roll from one side to the other, the 

heave sensor will show a change of height of: 

where: 

A 

r 

2.6.4.4 

41t2A2 
h = 16""f = 0.11 metres 

amplitude of the horizontal range of motion; 

height above the roll axis. 

Limitations 

(2.9) 

The accuracy of the accelerometer based heave sensors is dependent upon how well the 

overall system reacts to the particular conditions. Each heave sensor is designed to 

accommodate only a certain range of motion and a certain range of motion frequency. As 

the range and frequency of the motion begin to approach the design cutoffs of the 

instrument, the data becomes unreliable. The requirement forheavy low frequency filtering 

constitutes a significant limitation because the heave data is distorted by the filtering 

process. Forward and backward smoothing which reduces this distortion, is only possible 

by including the "future" data [Gelb, 1974]. This means that the output is delayed in time. 

A limitation that is peculiar to heave sensors with a self stabilizing platform or 

suspension is the natural resonance frequency of the platform oscillation. As the frequency 

of the driving force approaches the resonance frequency of the platform, the platform 

becomes sensitive to this motion and becomes misoriented with respect to the gravity 

normal. This situation can invalidate the resulting heave signal. The resonance frequency 

of the platform is generally designed to be much lower than the expected frequency of the 

wave induced motion of the vessel. Unfortunately, some ship motions such as course 

alterations approach this resonance frequency thereby causing spurious heave signals. 
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Most manufacturers recommend that the heave sensor data during a period of course 

alteration and for some minutes afterward, not be used until after the platform has reached 

equilibrium again [Data Well, n.d. and TSS, n.d.]. 

2. 7 Vertical Datums 

The heaving motion of a ship is generally considered to be periodic and to oscillate about a 

fixed plane [Price and Bishop, 1974]. The process of measuring the heaving motion of the 

ship requires that the fixed plane or vertical datum be appropriately established depending 

upon the nature of the heave and how the measurements will be used. Absolute heave can 

be considered the vertical departure of the ship from a general, time invariant surface such 

as the geoid or the ellipsoid. This would be the case when attempting to monitor slowly 

changing displacements such as tidal motion in addition to the wave induced motion of the 

ship. Relative heave on the other hand can be considered the vertical displacement with 

respect to a locally established datum which is assumed to be fixed over a finite period of 

time. 

In the case of measuring relative heave, the vertical datum is chosen such that the datum 

represents a surface of constant elevation throughout the period of measurement Physical 

meaning is given to this datum by requiring that the reference surface be parallel to the 

geoid whose normal is, by defmition, aligned with the normal of the gravity vector 

[Varucek and Krakiwsky, 1988]. The geoid represents a surface of constant potential, i.e. 

the surface to which an homogeneous fluid would conform to under the influence of 

gravity and no other forces. The ocean can for some purposes be considered such a 

homogeneous fluid and therefore provides a useful physical reference surface [Vani'Cek 

and Krakiwsky, 1988]. 
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GPS measurements however, are made with respect to the ellipsoid, a completely 

mathematical construct positioned to best conform to the actual shape of the equi-potential 

surface in the area of interest. The use of the ellipsoid as a reference surface overcomes the 

awkwardness of establishing the geoid's position and its variability due to the 

inhomogeneous density distribution of the Earth. The advantage of such a mathematical 

construct is that observations made with respect to this reference surface can be 

mathematically related to observations in another reference system. Unfortunately, 

generally the geoid and the ellipsoid are not coincident and therefore the physical 

interpretation of measurements made with respect to the ellipsoid can be obscure. 

The challenge is to establish a relationship between the two datums so that 

measurements in one system may be used and compared in another. In this instance, the 

heave signal being sought is relative in nature and can be measured with respect to the local 

mean ocean level. The ocean surface however, is rarely at rest and is being constantly 

affected by phenomena such as tides, winds, currents, pressure disturbances and regions 

of differing sea water density. Averaging the local sea surface over a period of time 

significantly longer than the expected period of the heave motion produces an adequate 

datum for relative heave measurements and is the technique used by accelerometer based 

heave sensors. 

The GPS height signal obtained from the antenna point is with respect to the ellipsoid 

and therefore not related to the geoid. However, by realizing that the antenna is constrained 

to oscillate about the mean ocean level, the GPS height signal can be time averaged to 

estimate the position of the mean sea surface with respect to the ellipsoid. Subtracting this 

estimated surface from the original signal transforms the GPs-heights into heave 

measurements. The time period chosen for averaging the GPS height signal should be 
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significantly longer than the expected heave period of between one and twenty seconds but 

will also depend on biases in the GPS signal which are discussed in Chapter Three. 

2. 8 Chapter Summary 

Chapter Two has introduced the study of ship motions by describing the basic concepts 

involved. The motions and their measurement with particular emphasis on heave has be_en 

given to help introduce the problem. Particular emphasis has been given to accelerometer 

based heave sensors as this was the system used for control measurements in the 

investigation. A discussion of the importance and relationship between various vertical 

datums concludes this chapter. 
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CHAPTER THREE 

GPS DERIVED HEAVE 

This chapter describes the technique adopted in this thesis for using the Global Positioning 

System to estimate vessel heave. A brief review of GPS together with the possible 

observables is given to provide the necessary background prior to introducing GPS heave 

determination. The mathematical techniques involved in GPS heave determination are 

described and the chapter is concluded by presenting test results using static data that 

indicate the potential of this new heave measurement tool. 

3.1 Background of GPS 

The Global Positioning System is a satellite based radio navigation system designed to 

provid~ 24 hour, three dimensional positions throughout the world. The mandate for 

construction, testing and operations has been assumed by the United States Department of 

Defense and the availability of the system to civilian users is to be consistent with U.S. 

security interests. 

The control segment of the GPS is composed of tracking stations, ground control and 

information dissemination services. Tracking stations are located in Hawaii, Colorado 

Springs, Ascension Islands, Diego Garcia and Kwajalein [Jones, 1989]. The tracking 

stations monitor satellite signals and transmit the relevant information to the master ground 

control in Colorado Springs. Ground control determines orbital and clock parameters and 

returns this information to the tracking stations which "up-load" it to the satellites. 

The space segment of the GPS is to be made up of 24 satellites orbiting in six different 

orbital planes with a nominal inclination of 55 degrees and period of 12 sidereal hours 
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[Green et al., 1988]. The satellites currently in orbit are made up of a dwindling number of 

Block I or experimental satellites and an increasing number of Block ll or operational 

satellites. The constellation is designed such that at least four satellites will be above the 

horizon when viewed from any point on earth at virtually any time [Wells and Kleusberg, 

1989]. 

3. 2 Observables 

The observables from the GPS satellites are obtained from monitoring two L-band radio 

frequencies; L1 (1575.42 MHz) and L2 (1227.60 MHz) [Remondi, 1985]. The satellites 

send imbedded information on the two carrier frequencies using coded modulations of 

phase. Decoding these alterations of phase permits the receiver to observe and record 

timing pulses being sent from the satellites as well as other data such as broadcast 

ephemeris and satellite health status indicators. Stripping this modulation from the signal 

leaves a smooth carrier signal the phase of which can be monitored and measured by most 

types of GPS receivers. These carrier-phase measurements have both advantages and 

disadvantages over code measurements. 

3. 2.1 Pseudo-ranges 

A pseudo-range is the difference between the time of transmission of a coded pulse 

measured by the satellite's clock and the time of reception as determined by the receiver 

clock [Wells et al., 1986]. This value is not an estimate of the true time difference because 

in general, the time frames of both the satellite and the receiver are misaligned. This 

misalignment of the time frames along with other biases affecting the pseudo-range, can be 

estimated using various techniques described in Wells et al. [1986]. The corrected time 
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difference is multiplied by the nominal speed of light to convert to the units of range. The 

following equation describes the pseudo-range observable. 

(3.1) 

where: 

P~(t) 

p~ (t) 

the observed pseudo-range between satellite k and receiver i at time t; 

the actual range between satellite k and receiver i at time t; 

c 

dtk(t) 

dTi(t) 

dion(t) 

dtrop(t) 

E(t) 

and: 

where: 

xk,yk,zk 

Xi,Yi,Zi 

nominal speed of light in a vacuum; 

satellite clock offset from GPS time at time t; 

receiver clock offset from GPS time at time t; 

correction due to ionospheric refraction of the signal at time t; 

correction due to tropospheric refraction of the signal at time t; 

residual errors due to effects not being modelled; 

cartesian coordinates of satellite k; 

cartesian coordinates of receiver i. 

3. 2. 2 Carrier-phase 

The most common method of carrier-phase measurement <!>i(t) is to beat the incoming 

(3.2) 

carrier signal being received with the carrier signal being internally created by the receiver. 

The phase of the resulting signal is monitored and when integrated over a period of time, is 

a measure of the doppler shift of the satellite signal [Wells et al., 1986]. The typical 

carrier-phase measurement is the accumulated count of cycles, integer and fractional, that 
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have passed the antenna point between the time of startup and time t. There are other 

methods available including the SERIES approach and interferometry, but these techniques 

are not commonly used [Remondi, 1985]. Much like the pseudo-range observable, a 

misalignment of the two respective timing clocks will exist as well as atmospheric effects 

that must be accounted for when formulating the following carrier-phase observation 

equation. 

where: 

c 

dtk(t) 

dTi(t) 

dion(t) 

dtrop(t) 

N~ 
1 

E(t) 

-A.cj>~(t) = p~(t) + c[dtk(t)- dTi(t)] - dion(t) + dtrop(t) + A.N~ + E(t) (3.3) 

wave length of the signal at the L1 or L2 frequency 

the observed accumulated phase measurement in cycles between 

satellite k and receiver i 

actual range between satellite k and receiver i (see equation 3.2) 

nominal speed of light in a vacuum 

satellite clock offset from GPS time at time t 

receiver clock offset from GPS time at time t 

correction due to ionospheric refraction of the signal at time t 

correction due to tropospheric refraction of the signal at time t 

integer cycle ambiguity in the carrier-phase signal 

residual errors due to effects not being modelled. 

3. 2. 3 Satellite Coordinates and Clocks 

The two observation equations 3.1 and 3.3 make explicit use of the satellite coordinates 

plus the characteristics of the satellite c!9ck behaviour. Two methods of determining orbit 

information are the use of satellite orbit ephemerides and short or long arc orbit solutions. 

Orbit solutions essentially solve for the orbital parameters along with the network 
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parameters and are generally only applicable to networks spanning large areas. Orbit 

ephemerides, either predicted or post computed, are commonly used for most GPS 

applications [Wells et al., 1986]. 

An ephemeris is a collection of parameters which describes the motion of a satellite and 

are generally valid for a short period of time- in the order of hours. The selection of these 

parameters is not unique, however a particular set of parameters called Keplerian elements 

is commonly chosen [Vamcek, 1973]. The main Keplerian elements are: 

• right ascension of the ascending node, 

• inclination of the orbital plane, 

• argument of perigee, 

• semi-major axis of the elliptical orbit, 

• eccentricity of the orbit, 

• mean anomaly [Wells et al., 1986]. 

The predicted GPS ephemeris is disseminated via the GPS broadcast message, a series 

of coded phase modulations impressed upon the carrier wave. The ephemeris consists of 

Keplerian elements, their velocities, trigonometric-corrections to the elements and 

appropriate corrections to the satellite clock. This signal is decoded and recorded by most 

receivers. The precise GPS ephemerides are post-computed and made available by US­

National Geodetic Service [Remondi, 1986]. This ephemeris normally consists of satellite 

positions at equal increments of time along with velocities which aid in the interpolation 

process [Casey, 1986]. 

The primary clocks on board the satellites are cesium atomic clocks with a frequency 

stability of better than lQ-lls and a frequency drift of better than 1 Q-14 s/s [McCaskill and 

Buisson, 1985]. GPS clocks are monitored closely by ground control and a representative 

second order polynomial is used to predict the clock behaviour. The coefficients from this 
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polynomial approximation are then up-loaded to the satellites and broadcast by the satellites 

as part of their ephemeris message [Wells et al., 1986]. 

3.3 Errors and Biases 

The elements of the observation equations 3.1 and 3.3 are all affected by random noise, 

biases and errors. The noise, biases and errors are effects that can be attributed to both 

GPS satellites and receivers. The term biases when used in conjunction with GPS 

generally means those factors which force the signal measurements away from the expected 

theoretical mean. It is implied that these factors can be modelled and eliminated or at least 

reduced through different techniques. Biases which affect GPS measurements are 

attributable to three sources; satellite biases, receiver biases and observation dependent 

biases. 

Errors on the other hand, are those residual factors which cannot be accounted for, 

either through neglect or the limitation of the model. The contribution made to GPS 

measurement errors may be categorized similarly to biases. A description of some of the 

dominant effects and how they can be reduced using different techniques will be discussed 

in the ensuing sections. 

3.3.1 Signal Noise 

The signal noise is most often thought of as the statistically random fluctuations of the 

signal as it departs from an errorless model. This noise is due to the internal electronic 

limitations of the receiver. The magnitude of the GPS signal noise has been characterized 

by the rule of thumb that the noise is 1% of the signal wavelength [WeHs et al., 1986]. In 

the case of the carrier signal the wavelength is approximately 20 centimetres which 

translates to ±2 mm of expected noise. Noise in the order of ±3 metres is expected for the 
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pseudo-range measurement following this guide. Newer receivers which are incorporating 

better technology have been reported to have obtained noise levels better than 0.5 % of the 

signal wavelength [Ashtech, 1989]. 

These estimates of signal noise levels are dependent upon the tracking of the satellites 

signal from a stationary position. This allows the receiver to severely restrict the band­

width of the monitoring loop and thereby reduce the amount of noise. In a situation where 

the receiver is experiencing accelerations, it is often necessary to relax the band-width 

restriction. In such a situation where the band-width of the monitoring loop has been 

widened to accommodate expected accelerations, the signal noise will be increased 

significantly [Evans et al., 1985]. 

3.3.2 Satellite Biases 

Satellite dependent biases are the result of uncertainties in both the satellite position and the 

satellite clock. The satellite position uncertainties stem from errors in the ephemeris 

information used in the position calculations which in turn depend on the factors involved 

in monitoring and predicting the motion of the satellites by the ground control segment of 

the system. The clock biases are deviations of the satellite time frame from the nominal 

GPS time frame and will affect both code and pseudo-range observations equally. In 

general, satellite biases are considered uncorrelated between satellites [Wells et al., 1986]. 

3. 3. 3 Receiver Biases 

Receiver biases are dependent upon factors present at the receiver station site. The receiver 

clock will in general not be coordinated with the satellite clocks, again affecting both 

pseudo-range and carrier-phase observations equally. Uncertainty in initial station 
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coordinates will have a limited effect on the final results when using differential GPS 

techniques [Santerre, 1989]. 

3. 3. 4 Observation Dependent Biases 

Observation dependent biases are a function of either signal propagation or related directly 

to the nature of the observation types. The propagation of the signal through the 

atmosphere is affected by the atmospheric constituents. The earth's atmosphere can be 

separated into two representative regions; the troposphere - ranging from the surface to 

approximately 50 kms and the ionosphere- from 50 kms to over 1000 kms [Wells et al., 

1986]. Each region will affect the signal propagation differently, acting as a refractive 

medium. The ionosphere is typically a dispersive medium where the refraction is 

frequency dependent whereas the tropospheric effect is frequency insensitive [Wassef and 

Kelly, 1988]. 

The ambiguity of the carrier-phase is an example of an observational bias related to an 

observation type. The measurement of the phase of a carrier cycle inherently leaves the 

integer number of cycles between transmitter and receiver unknown. The correct solution 

of this bias potentially results in the most accurate application of GPS measurements. 

3.3.5 Errors 

Measurement errors are those biases that have not been accounted for, either through 

neglect or ignorance. The effects of these errors will eventually propagate through to the 

final results in some way determined by the use of the measurements in the observational 

model. Some of the factors which can be considered errors are; multi path, antenna 

imaging, uncorrectable cycle-slips, residual bias errors and antenna phase centre movement 

[Wells et al., 1986]. 
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Multi path and imaging are site dependent errors caused by signal reflections or antenna 

imaging effects due to the makeup of the surrounding station site. This effect is correlated 

between days at the same site but not between station sites. It is generally difficult to 

account for and reduction is accomplished through careful site selection. 

Phase centre movement on the other hand, is the result of anisotropic shape of the 

phase envelope of the antenna. The effective position of the antenna changes with the 

direction of the signal wave front being monitored by the antenna. This change in position 

can be as large as centimetres depending on the construction of the antenna and the 

direction of the signal wave front but is in general two to three centimetres for the normal 

range of motion expected on a ship [Tranquilla, 1991]. 

Cycle-slips occur when the carrier wave signal being monitored by the receiver is 

blocked or the signal strength severely reduced. When this happens the receiver loses track 

of the integer number of cycles that have passed. After tracking is re-established the new 

integer cycle count can be any arbitrary value depending on how the receiver is designed. 

Cycle slips can be corrected using a variety of techniques, including using double 

differences, different combinations of the Ll and L2 frequency [Wells and Kleusberg, 

1989] and variations of "on the fly" ambiguity resolution [Seeber and Wiibbena, 1989]. 

Cycle-slip correction techniques improve with the increasing number of satellites being 

simultaneously tracked, but are generally less effective when the receiver is moving. 

Residual bias effects not accounted for by modelling include high frequency 

atmospheric effects, residual clock terms, and residual orbital errors. The magnitude of 

these errors will depend on factors such as the atmospheric variability, precision of models 

used and the techniques used to reduce the bulk of the effect. 
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3.3.6 Satellite Geometry 

The measure of the contribution of the satellite positions to the accuracy of the solution is 

known as the geometrical dilution of precision (GDOP) and is made up of the square root 

of the trace of the covariance matrix of the position parameters being solved for [Wells et 

al., 1986]. The covariance matrix Ct of the unknowns i is a statistical measure of the 

accuracy of the estimates of the un.kriowns [V anfcek and Kfakiwsky, 1988] and is a result 

of the least squares solution technique that will be described in the next section. The 

covariance matrix is in part a function of the first derivative of the observation equations 

which is made up of the direction cosines of the satellites with respect to the receiver as 

well as other elements. Research into the reliability of y as statistical indicator of GPS 

position accuracy has shown it to be overly optimistic due to the presence of unmodelled 

errors (see section 3.3.3) and correlations in the observations [Wells and Kleusberg, 

1989]. 

Investigation of the formulation of the GDOP shows that it is inversely proportional to 

the volume of the special tetr-ahedron formed by the tips of the unit vectors reaching from 

the receiver to the four satellites in the unique solution scenario [Mertikas, 1983]. From the 

preceding discussion it may be concluded that the overall effect of the errors in the GPS 

measurements is governed by the "geometry" of the satellites involved. 

3. 3. 7 Selective Availability 

Selective availability (S/A) is the US Department of Defense policy of intentionally 

degrading the GPS satellite signals and orbital information such that the accuracy of an 

absolute position is limited to 100 metres [Jones, 1989]. The intentional degradation is in 

the form of satellite clock dithering and alterations of the broadcast ephemeris [Wells and 
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Kleusberg, 1989]. Signal differencing will reduce the effect of both S/A strategies but 

more research is needed to understand the full implications of the S/ A policy [Wells and 

Kleusberg, 1989]. 

3. 4 Differencing 

Operation of GPS in differential mode allows the linear combination of GPS observations 

which can be an effective technique for eliminating or at least reducing common biases. 

Biases which are affected by the different levels of differencing are the satellite clock bias, 

the receiver clock bias, the orbit bias and to some extent the atmospheric propagation bias. 

The basic linear combinations of observations which are useful are differences between 

satellites, between receivers and between epochs. Each of these combinations reduces a 

particular bias. This technique can be carried even further where it is possible to produce 

linear combinations of the basic linear combinations such that double differences come 

from differencing single differences and triple differences come from differencing double 

differences. There are three possible combinations of double differences depending on the 

requirements: between satellites and between receivers; between satellites and between 

epochs; and between receivers and between epochs. 

In this thesis, double and triple differences are used in the processing of the GPS data 

and they are described below along with the biases they reduce. The convention adopted 

from Wells et al. [ 1986] is to use the uppercase delta (.6.) and nabla (V) symbols to refer to 

between receiver and between satellite differences respectively. The lower case delta o is 

used to represent differences between epochs. 
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3.4.1 Receiver-Satellite Double Differences (V L\) 

Double differences are formed by differencing observations taken at the same epoch first 

between satellites and a common receiver and then between resulting differences having the 

same satellite pair and different receivers. This results in the following equation for double 

difference pseudo-range observations derived from equation 3.1: 

V L\P(t) = V L\p(t) + V L\dion(t) + V L\dtrop(t) + V L\e(t), (3.4) 

and for double difference carrier-phase observations derived from equation 3.3: 

V L\<l>(t) = V L\p(t) + A.·V L\N- V L\dion(t) + V L\dtrop(t) + V L\e(t). (3.5) 

where: 

<l>(t) carrier-phase observation in distance units ( = A.·<!>(t)) 

Comparing equations 3.1 and 3.3 with equations 3.4 and 3.5, it can be seen that both 

the satellite and receiver clock biases have been eliminated. As well, under the assumption 

that the two receivers are close enough together for the atmospheric effects to be highly 

correlated, it can be assumed that the double difference equations greatly reduce the effect 

of the atmospheric biases. This is true more so for the ionospheric effect than it is for the 

tropospheric effect which is a more local phenomenon and not well correlated with surface 

conditions [Wells et al., 1986]. 

3.4.2 Triple Differences (oVL\) 

Triple differences are now formed by differencing the double difference observations 

having the same satellite and receiver pairs and occurring in adjacent epochs. In this 
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instance the formulation is really only effective for carrier-phase observations and therefore 

only that form is given below: 

(3.6) 

The integer ambiguity N which is still a part of the previous relevant equations is no 

longer represented in equation 3.6. It should be clear that by performing triple 

differel).cing, it is possible to either eliminate or greatly reduce the effect of the satellite and 

receiver clock biases, the orbital biases, the atmospheric biases and the integer ambiguity 

unknown. 

3.5 Precise Vertical Motion ·with GPS 

The technique for solving for the vertical motion of the GPS antenna combines both the 

pseudo-range observable and the carrier-phase observable. The pseudo-range supplies 

initial estimates of position whereas the carrier-phase supplies the precision of the estimate 

of change in position. The change of position estimate is transformed to a change of height 

estimate with respect to the ellipsoid Transformation of the changes in height with respect 

to ellipsoid to heave estimates with respect to the geoid is performed via high pass filtering. 

3. 5 .1 Characterization of the Problem 

Much research has been done recently to achieve kinematic GPS positions accurate at the 

centimetre level, examples of which can be found in Remondi [1988], Wells and Kleusberg 

[1989], and Seeber and Wiibbena [1989]. However, all the work is predicated upon the 

knowledge of the integer ambiguities in the carrier-phase observations. For this reason, 

much research has been directed towards solving for the integer ambiguities using various 

techniques such as in Hatch [1989] and Seeber and Wiibbena [1989]. This field of 

Chapter Three Page38 



research and application promises to reveal startling results and indeed has already done so. 

However, there are some limitations, especially when viewed with respect to the problems 

being solved in this thesis. 

In particular, the problem of ambiguity resolution is greatly affected by such factors as 

distance between receivers, signal noise, geometry and the number of visible satellites. In 

some cases, these factors can affect the results enough to make ambiguity resolution 

impossible [Abidin, 1989,1990]. Using an estimate of the integer ambiguities has the 

inherent risk of distorting the results by such a degree as to make them unusable. In the 

case of heave determination, the solution must be to develop a technique that does not rely 

on these estimates but is still accurate enough to produce usable results. 

This can be done through solving for the change in position of the antenna from epoch 

to epoch. The technique for solving for and using this information requires developing a 

model for the change in position and dealing with the lack of vertical datum information. 

This model and the assumptions used are given in the following sections. 

3. 5. 2 Observation Equation 

The mathematical model for the change in position based on the change in phase between 

epochs is based on the observation equation 3.2. However, the change in position or oX 

is not explicit in equation 3.2 and must be derived. One technique is to alter the 

observation equation to include the parameter oX. This can be done by differentiating the 

observation equation with respect to time and then re-integrating over the time difference 

between two adjacent epochs. The result is an observation equation giving the change in 

phase as a function of the change in position. 

The phase velocity can be derived from equation 3.4 by taking the time derivative: 
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av ~<J) a ] at = at [V ~p(t) + A.·V ~N-V ~dion(t) + V ~dtrop(t) 

= ~t(V~p(t)) + ~1 (A.·V~N)- ~t(V~dion(t)) + ~1 (V~dtrop(t)), (3.7) 

assuming that the double difference ambiguity is a constant and that the atmospheric 

corrections are negligible one is left with: 

Using the Chain Rule for differentiation, equation for p(t) given in equation 3.1 and 

(3.8) 

assuming that the double difference observation is between receivers i, j and satellites k, 1 

results in: 

av ~<J) a ( ) a xi a ( ) ax· at =a xi v ~p(t) · Tt + axj v ~p(t) · T 
a ( ) axk a ( ) axi 

+ axk v ~p(t) . dt +ax I v ~p(t) . at (3.9) 

where: 

Receiver coordinate vectors 

Satellite coordinate vectors 

Given that receiver i is the stationary receiver, then the differentiation of Xi with 

respect to time equals zero. This new observation equation on its own is of limited 

usefulness since instantaneous phase velocity is not an observable. However, if we 

linearize the problem by assuming that the contributions of phase acceleration over a short 

time period is quite small [Peyton, 1990], then it is possible to re-integrate equation 3.9 

over the period spanning two adjacent epochs. The result is an observation equation that is 

a linear function of OXj. 
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where: 

At this point there are a number of possibilities when it comes to solving for BXj. For 

example, using measurements from four satellites results in three double difference 

observation equations similar to equation 3.10. A unique solution can be obtained from 

these three equations and three unknowns; i.e. BXj, by solving for them as a set of 

simultaneous equations. This technique is efficient but does not allow for the over 

determined case nor does it give useful statistical information about the solution. In this 

thesis, the least squares technique is used to solve for the changes in position from epoch to 

epoch, based on the observation equation 3.10. 

3. 5. 3 Mathematical Model 

The least squares technique described by Wells and Krakiwsky [1971] and Mikhail [1976] 

is based on a generalized mathematical model for the combined method: 

F(x,l) = 0 (3.11) 

where: 

X Vector of unknown parameters 

Vector of observations 

For the purposes of the least squares technique, equation 3.11 is linearized using 

Taylor's series expansion, about an initial point xo, and limited to the first two terms in the 

series. Linearization gives: 

aFI aFI F(x,l) = F(xO,I) + dx xo, I (x-x0 )+ df xo, I (v) = 0 
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or 

where: 

w 

A 

B 

v 

w + Ao + Bv = o (3.12) 

Misclosure vector 

First design matrix 

Second design matrix 

Vector of residuals 

Vector of corrections to the initial estimates of the unknowns (x-xO) 

In the situation of solving for changes in position using the observation equation 3.10 

above, it is clear that the unknown parameters are the changes in the coordinates of receiver 

j and the known parameters the satellite coordinates and the coordinates of receiver i with 

the associated covariance information. 

3. 5. 4 Normal Equations 

Given the mathematical model in equation 3.12, the least squares technique applies the 

additional criterion that the sum of the squares -of the weighted residuals be a minimum i.e.: 

~Tp~ = minimum. (3.13) 

where: 

The transpose of the least squares estimate of the observation residual 

vector 

p The inverse of the covariance matrix C1 of the observables (also 

known as the observation weight matrix) 
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The Lagrange technique can be used to solve this extremum problem, the details of 

which can be found in Wells and Krakiwsky [1971]. The solution of this problem, called 

the normal equations, can be expressed in a hypermatrix form: 

(3.14) 

where: 
A 

k the least squares estimate of the vector of Lagrange multipliers. 

The normal equations can be reduced to solve explicitly for the unknowns by 
A 

partitioning the hypermatrix and eliminating k so that: 

(3.15) 

The covariance information can be derived by using the propagation of covariance, 

equation 3.15 and information from equation 3.13. To begin: 

w = F(x0 , I) 

from equation 3.11. Using the covariance law: 

where: 

Covariance matrix of the misclosure vector w. 

The Jacobian matrix of the misclosure vector w. 

aFI Jw = df o I= B ~ 
X ' 

Following the same procedure for equation 3.15 we find: 
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where: 

J~ The Jacobian matrix of the correction vectoro with respect tow 

Substituting and cancelling appropriately results in: 

( T( T)-1 )-1 
C8 = A BC 1B A . (3.16) 

Equations 3.15 and 3.16 are the result of linearization of a non-linear observation 

equation. For this reason, it is necessary to iterate both equations by setting: 

0 0 A 

x. = x. 1 + 0· 1 1 1- 1-
(3.17) 

A 

and reintroducing equation 3.17 into equation 3.12 until the magnitude of the elements of o 
fall below some realistic threshold level. 

3. 5. 5 Coordinate Transformations 

The coordinate transformations are based on transforming cartesian coordinates to 

curvilinear coordinates (ellipsoidal geographic) and-back again. The transformations 

follow set mapping theory such that: T: R3 ~ R3, S: R3 ~ R3 and T-1 = S where T 

and S are mapping functions and adhere to the Inverse Transformation Theorem [Hurley, 

1980]. 

3.5.5.1 PLH to XYZ 

The transformation from ellipsoidal coordinates to cartesian coordinates is straight forward 

and direct. The following equations and symbol definitions can be found in Varucek and 

Krakiwsky [1988]. 

r = T(u) 
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= [~] [ 
(N+h) coscj> COSA] 

= (N+h) coscj> sinA. 
(Nb2fa2+h) sincj> 

(3.18) 

given: 

(3.19) 

where: 

T transformation function; 

r - position vector (x,y,z); 

u vector of ellipsoidal coordinates (cj>,A.,h); 

N - prime vertical radius of curvature; 

a,b - semi-major, semi-minor axis of the reference ellipsoid. 

.3.5.5.2 XYZ to PLH 

The inverse transformation from cartesian to ellipsoidal coordinates is not straight forward 

but there are two possible approaches: the ftrst is an iterative solution; the_ second is a direct 

solution. The iterative solution is given here whereas the direct solution may be found in 

Vamcek and Krakiwsky [1988]. Begiiming with the two initial approximations: 

N0 =a, 

ho = ~x2 + y2 + z2 - a 

then iterate: 

cl>i+l = tan-1{~ . (1 -le2Ni )l 
Ni+hi f 

(3.20) 

where: 
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(3.21) 

(3.22) 

and N is as in equation 3.19. 

cl>i is solved for using equation 3.20, then Nand hare updated using equations 3.19 

and 3.22 and the cycle repeated. Once (cl>i+l- 4>i) is less than some practical threshold limit, 

A. can be solved for directly using: 

(3.23) 

from equation 3.18. 

3.5.5.3 Error Propagation 

The transformation of the covariance matrix follows the propagation of variances as 

described in section 3.5.4 and the theory of transformations [Hurley, 1980]. The Jacobian 

matrix of transformation is developed from equation 3.18. 

where: 

M 

e 

[ 
-(M+h)sin4>cosA. -(N+h)cos$sinA. cos4>cosA.] 

JT(u) = -(M+h)sincj)sinA. (N+h)cosc~>cosA. cos4>sinA. 

(M+h)coscj) 0 sincj> 

- meridional radius of curvature; 

- eccentricity of the ellipsoid. 

(3.24) 

(3.25) 

With the exception of the singularity at the poles, the determinant of JT is unequal to 

zero and therefore JT has an inverse. Using the theorem of inverse transformations then 

[Hurley, 1980]: 
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Js(r) = JT(u)-1 

[ 
... sin<l>cosAJ(M+h) -sin<j>sinAI(M+h) cos<j>/(M+h)] 

= -sinAI[(N+h)cos<j>] cosAI[(N+h)cos<j>] 0 

cos<l>cosA. cos<j>sinA sin<j> 

(3.26) 

therefore by the covariance law; 

(3.27) 

3.5.6 Heave from GPS Measurements 

Mter the changes in position from epoch to epoch have been transformed from a cartesian 

coordinate system to an ellipsoidal coordinate system, the changes in height can be 

extracted. The essential requirement then is to estimate the vertical position of the point of 

interest at each epoch and to establish an appropriate datum. It should be clear that these 

changes in height must be integrated to represent the actual vertical movement of the 

antenna The data is in the form of discrete data and so must be treated as a summation: 
n 

where: 

H(tn) = LMlti + CH 
i = 1 

· The height of the antenna at timet which is the nth epoch 

The individual changes in height that have been determined 

(3.28) 

A constant offset that is, by definition of the problem and solution, 

unknown and is a function of the position of the point at the time of 

the first epoch of measurement. 

Essentially this process can be considered a running summation of the changes in 

height to produce a running estimation of the vertical position of the point. 
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3.5.6.1 Datum Establishment 

Movement of the GPS antenna can be characterized by horizontal movement in the X and Y 

direction and vertical movement in the Z direction with respect to the local equilibrium 

coordinate system. In order to measure the departure of the ships antenna from the 

equilibrium position using GPS, not only must the epoch by epoch position of the antenna 

be monitored, but the epoch by epoch position of the equilibrium position of the antenna as 

well. It is this last requirement that poses the most difficulties in estimating GPS heave. 

For the purpose of estimating vessel pitch and roll, a single GPS antenna is of little 

value when seeking the horizontal equilibrium position of the antenna. The epoch by epoch 

equilibrium position of the antenna is constantly changing and is a function of the overall 

ship direction and speed. Various filtering or averaging techniques are possible, but would 

depend heavily on the equilibrium position changing smoothly and regularly. Instead, 

pitch and roll may be quite adequately modelled using various and relatively inexpensive 

inclinometer devices. 

The vertical equilibrium point of the antenna on the other hand is much more restricted 

in the nature of its motion. The vertical equilibrium point is forced to follow the mean 

water level in so far as the buoyancy specifications of the vessel and the sea conditions do 

not alter. This is a much more stringent restriction than that of the horizontal equilibrium 

point and may be put to advantage in forcing the definition for the vertical datum. 

The above discussion leads to one of the major underlying assumptions of this thesis: 

the short term average of the GPS heave signal (over a few minutes) should closely follow 

the mean water level and have a nearly zero slope- any departure from this assumption 

can be construed as a bias and be removed. 
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3.5.6.2 Residual Heave Signal 

Once the vertical motion signal has been extracted and the datum established and applied, 

the true vertical heave can be detennined by noting the departure of the vertical signal from 

the estimated datum. This residual signal is the vertical motion of the antenna. It should be 

noted that the heave experienced at the antenna is the composite of all rotational motions of 

the ship as well as the translational heave motion. Translating the residual heave signal 

from the antenna to the point of interest is accomplished using the transformations outlined 

in section 2.4.1. 

3. 5. 7 Test Results (Static Data) 

A necessary precursor to using the above technique is to test the algorithm on a data set 

where a predictable result can be anticipated. This can be accomplished either through 

using control measurements with another independent system or by restricting the 

conditions under which the measurements take place. A most effective method for initial 

testing of kinematic algorithms such as that being used in this thesis is to use static baseline 

data. 

Static baseline data has the benefit of giving predictable results using real measurements 

and allowing some realistic assessment of achievable accuracy and potential errors. A static 

baseline should, by definition, yield results that show zero heave movement. Any 

departures from this zero hypothesis will be induced by measurement noise, measurement 

errors such as those described in section 3.3.3 and model errors. 

The baseline data chosen for this initial testing is from a 1986 observation campaign 

undertaken jointly by Canada and the US and covering an area of south-west Vancouver 
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Island and north-west Washington State [Kleusberg and Wanninger, 1987]. The two 

stations were Race Rocks (RR) in Canada and Tucker (TU) in the U.S. The measurements 

were performed using Texas Instruments 4100 GPS receivers at a 15 second data rate, 

spanning just under one hour. The final results give a baseline of 20103.08 metres. 

This data was processed using the GPS height determination technique described in 

sections 3.5.1 - 3.5.5. As can be seen from the results in Figure 3.1, the departures of the 

height signal from a zero mean reach± 5 centimetres at individual times during the one 

hour recording session but the overall trend is flat as is to be expected from static data . 
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Figure 3.1 - Static Base-line Test 

The conclusion to be reached from the results of this initial test is that with TI 4100 

data, the technique is capable of producing results with an accuracy of better than 5 

centimetres over a baseline of some 20 kilometres. Based on this conclusion, an 

assessment of the potential accuracy of the technique under conditions of longer baselines 

and different dynamics can be extrapolated. 
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3. 6 Chapter Summary 

This chapter discussed the role GPS plays in detennining changes in height from epoch to 

epoch. The discussion was prefaced by a description of GPS and an overview of the 

observations possible using the system. The relative contributions of the systematic and 

random biases and errors along with some techniques to reduce or eliminate these oroblems 

was presented. The mathematical formulation of the problem, the solution and error 

propagation was described complete with relevant coordinate transformations. The chapter 

was concluded with the results of a static baseline test of the algorithm that indicated the 

technique is capable of accuracies equal to or better than five centimetres. 
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CHAPTER FOUR 

FIELD DATA 

This chapter deals with the collection and processing of field data during the 1988 cruise 

aboard the CSS Hudson [Hudson, 1988]. This data was used to confirm the experimental 

theory and to gain experience with some of the conditions and problems encountered at sea. 

The chapter begins with a brief description of the data collection process and the equipment 

used. The subsequent sections deal with measurements obtained from GPS, the 

accelerometer based heave sensors and the pitch and roll sensor. 

4.1 Equipment Used 

Two dual frequency P-code TI4100 GPS receivers were provided by the Geophysics 

Division .of the Geological Survey of Canada (GSC), each having a maximum data update 

rate of 1.2 seconds. Three heave sensor systems were used; two TSS Model 320 Heave 

Compensators were supplied by Technical Survey Services Ltd. of England, one of which 

was loaned free of charge, and one Datawell HIPPY 120b Heave Sensor was provided by 

the Canadian Hydrographic Service Quebec regional office. Each of these heave sensor 

packages has accuracy specifications and data rates of five centimetres or better and five 

hertz or better respectively. 

4. 2 GPS Antenna Installation 

TI4100 GPS receivers are composed of a signal processor, a data archiving device and an 

antenna connected to the processor unit via a 100 foot coaxial cable. The siting of the 

antenna is critical in reducing measurement biases and errors described in Chapter Three 

whereas the location of the signal processor unit and the data archiving box can be decided 
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by convenience alone. The location of the satellite receiver antenna, both on board the CSS 

Hudson and at the Shelburne, N.S. shore station, was dictated by the requirement of full 

visibility and the reduction of multi path and imaging. The latter was accomplished by 

siting the antenna as much as was possible, away from electrically reflective surfaces and 

conductive objects. 

Aboard the CSS Hudson, the highest point on the ship, the mast head, was chosen for 

the antenna site. The disadvantage of this site is that the mast head undergoes accelerations 

due to roll and pitch that are in general much more exaggerated than those experienced at 

other points on the vessel. The top of the navigation mast aboard the CSS Hudson is 

approximately twenty metres above and ten metres aft of the forward laboratory. 

At the Shelburne, N.S. shore site, roughly 100 kilometres from the expected location 

of the ship, the receiver was located on the premises of a Department of the Environment 

(DOE) weather station. A suitable site was found for the antenna and the receiver was 

located in the shelter of the DOE offices and was manned by personnel from the GSC. 
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4. 3 Heave Sensor Installation 

The location of a heave sensor will affect the character of the heave signal as well as the 

accuracy of that signal. Important considerations when siting the heave sensors are the 

vertical accelerations experienced-which they are designed to respond to, and the 

rotational accelerations. Very large vertical accelerations can exceed the sensor 

specifications and contaminate the resulting heave signal. The effects of rotational 

accelerations are filtered to some degree, but the larger the magnitude, the larger the 

residual error. The effect of excessive vertical accelerations and rotational accelerations can 

be minimized by locating the sensor along the roll axis of the vessel and preferably on the 

pitch axis as well. 

The three heave sensors were positioned in two locations on board CSS Hudson; the 

Datawell Hippy 120b and one TSS Model 320 sensors in the forward weather deck 

laboratory, and the second TSS Model320 sensor in the central gravity laboratory (see 

Figure A.l). The two sensors in the forward lab were separated by approximately three 

metres in the x direction and 1 metre in the z direction. The for\.vard lab is approximately 

25 metres forward of and five metres above the gravity laboratory which is the nominal 

centre of gravity for the vessel. Vertical motions measured by the two forward sensors are 

greater in magnitude than those measured in the gravity laboratory and include a component 

due to rotation of the vessel about the pitch and roll axis. This location was chosen due to 

the physical constraints imposed by the size and weight of the HIPPY 120b and had the 

advantage of being physically closer to the GPS antenna. 
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4. 4 Data Logging 

Data from both heave sensors were logged on a single IBM compatible micro-computer 

connected using standard cabling and connectors. Data collection from the HIPPY 120b 

required an analog-to-digital (AtoD) conversion board in the computer, whereas the TSS 

Model 320 sensors required a standard RS 232 serial communications port. 

The logging program, written in BASIC programming language, used a one pulse per 

second signal taken from the TI4100 GPS receiver to trigger a data collection loop from 

both the TSS Model 320 heave sensors and the AtoD board. The data was time tagged 

using the computer clock and stored in American Standard Code for Information 

Interchange (ASCII) format on a 20+20 megabyte floppy disk drive. 

Data from the GPS receiver was recorded using a data collection program written by 

personnel of the Geophysics Division of the GSC [Beach, 1988]. The program was 

written in PASCAL for an IBM compatible 386 computer with a Bernoulli 20+20 

Megabyte floppy disk drive system. Communications interrupts were used to signal the 

presence of data at the communication port which was decoded and stored on the Bernoulli 

floppy disk drive system. Each data record was time tagged using GPS time ·as tracked by 

the receiver. 

The two logging system clocks were synchronized using the one PPS signal from the 

GPS receiver and the current GPS time from the receiver display unit. The current time 

from the receiver, advanced by roughly 30 seconds, was keyed into the computer and an 

interrogation loop started. When the time displayed on the GPS control display unit was 

just short of the keyed in time, the computer was manually instructed to reset the clock and 

start timing at the very next PPS signal from the receiver. This method worked adequately 
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in the majority of cases resulting in signals from the external sensors and the GPS receiver 

begin synchronized within one integer second of each other. Any mis-synchronization of 

an integer second was subsequently easy to recognize and correct during post processing. 

4. 5 Data Archiving 

Recording rates of once every 1.2 seconds for the GPS observations and once every 1 

second for the heave and accelerometer observations meiUlt a data collection .rate of 2.1 

megabytes per hour. This data was initially stored on 20 megabyte Bernoulli disks. All 

GPS observations were recorded in binary file structure and all heave observations were 

recorded in ASCII file structure. 

Proportion of Raw Data Observed to 
s Heave Data Output F:m Raw Data Observed 

• Heave Processed 
4 

~ 3 
1-o 
::1 
0 :r: 2 

1 

0 

168 169 170 171 172 173 174 175 176 177 178 179 

Julian Day 1988 

Figure 4.2 - Raw vs. Processed Data 

Over 100 Macintosh formatted disks were required to complete the transfer of the data 

from the Bernoulli disk using standard data communications software. A summary of the 

proportion of raw data collected during the cruise vs. the amount of data finally processed 

for heave is presented in Figure 4.2. This figure illustrates the amount of data lost to all the 

various problems as described in this chapter. 
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4. 6 Problems and Solutions 

The quality of the data set collected was compromised by a number of factors and events 

that occurred during the 1988 CSS Hudson cruise. The problems encountered resulted 

from a combination of inadequate preparation and unpredictable events. To help the reader 

understand the character of the data and the fmal processing results, the following 

subsections briefly describe some of the problems as well as the efforts to correct them. 

4. 6.1 Bad Ephemeris Data 

Collection of ephemeris data duriilg the observation periods was intermittent and unreliable. 

This was postulated to be caused by both the receiver and independent logging software. 

The ephemeris data recorded during the observation session was generally corrupted and 

unusable. The cause of the corrupted data is unknown and the logging software is the main 

suspect. The fault could not be corrected during the cruise and it was necessary to obtain 

replacement ephemerides from the Geodetic Survey of Canada and precise ephemeris 

information for the same period of time from the U.S. National Geodetic Survey 

(USNGS). This se! of broadcast ephemeris also contained corrupted data and was finally 

replaced with precise ephemerides supplied by the USNGS. Final processing was 

performed using the precise ephemeris as described by Remondi [1986]. 

4. 6. 2 Mismatching Time Tags 

Texas Instruments Navigator software was used to operate the TI4100 GPS receiver at the 

maximum 1.2 second data rate. The version of the software used did not establish a 

common reference timing sequence with which to initiate the data collection loop and the 

result was that the observations did not occur simultaneously at the two receiver stations, 
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being shifted with respect to each other by some random fraction of 1.2 seconds. This 

problem did not arise with the other data rates and is likely an oversight in that version of 

the software. 

Interpolation of the carrier phase observations using a polynomial fitting technique was 

necessary to achieve simultaneous observations required for the differencing technique. 

The process was implemented by fitting a low degree polynomial to the carrier-phase data 

from the shore based station. This function was then used to interpolate a value for the 

relevant epoch observed on board the ship. This same technique applied to pseudo-range 

observations was less successful due to high signal noise. 

4.6.3 Equipment Failure 

Various events and malfunctions occurred affecting the collection and quality of the data. 

• On board the CSS Hudson, a power supply used to operate the TI4100 did not function 

properly, thereby draining the internal battery and causing data loss. This problem was 

not correctly diagnosed until day 173 and was fmally redressed by replacing the faulty 

piece of equipment. 

• The independent pitch (llld roll sensor designated as the primary attitude sensor was 

accidentally dropped and rendered inoperable during installation; back up information 

came from the Hippy heave compensator package which has its own built-in attitude 

sensor. 

• On shore, the GPS antenna suffered a direct hit by lightning. The current generated 

along the antenna cable was sufficient to destroy the receiver and observations were 

suspended during days 175 and 176 until a replacement was delivered from Ottawa. 

Chapter Four Page 58 



4. 6. 4 Inconsistent Data Logging 

The problems with data logging constituted one of the more frustrating aspects of the data 

set. Again, it is not clear if it was the receiver software or the logging program which 

could not keep up with the high data rate but the result was frequent data gaps. The data 

gaps are inconsistent in nature and cannot be attributed to a particular channel or satellite. 

· Although the nominal data rate was 1.2 seconds, the effective data rate when averaging 

over a long term was approximately 2 seconds. This data rate is close to the limiting 

sampling rate as dictated by the period of the actual heave signal. However, the random 

nature of the data gaps alleviates somewhat the danger of aliasing the signal. 

4. 6. 5 Master Station Position 

An accurate position c;>f the master station in Shelburne, Nova Scotia was never obtained. 

Estimates were made using single station pseudo-range observations, however due to 

signal biases and errors these estimates are not better than ± 25 metres. This poor position 

estimate for the Shelburne station will introduce a slowly changing bias (in the order of a 

metre) into the heave estimates as a function of the satellite constellation geometry and the 

baseline length [Santerre, 1989]. The heave algorithm developed for this thesis is not 

affected by this type of bias because of the bias removal inherent in the datum 

determinations. However, if required, it may be analyzed using covariance propagation as 

developed in Section 3.5.5.3. 

4. 7 Data Quality Indicators 

Typically when discussing the quality of GPS data from a static baseline or a tightly 

controlled kinematic survey, one looks at the residuals of the signals when compared 
Chapter Four Page 59 



against a nominal signal constructed using the calculated position solution. This type of 

analysis is inappropriate in the context of a loosely controlled dynamic data set as in this 

thesis, because of the lack of redundant data. There are other less refined criteria by which 

the quality of GPS observations may be judged, independent of a position solution. These 

include looking at: 

• range differences [Varucek, 1985]; 

• ionospheric delay measurements [V aniC:ek, 1985]; 

• signal to noise ratios; 

• velocity measurements [Garmulewicz, 1989]; 

It should be stressed that these are qualitative rather than quantitative indicators. Range 

differences are the separation between the satellite to receiver distance as measured by the 

pseudo-range signal and the carrier-phase signal. A smooth and continuous divergence of 

the two ranges is caused by ionospheric delays but a sharply discontinuous difference 

indicates the presence of a cycle-slip or other error. 

Range differences: 

(4.1) 

where: 

RD - Range Difference 

P - Pseudo-range measurement in distance units 

cl>Lt. ft. f2, A. 1 - as described in Chapter Three. 

The ionospheric delay is a measure of the dispersive effect of the ionosphere on the 

GPS signal at the two different carrier frequencies. The absolute value of the ionospheric 

delay can be replaced with a relative value in this particular case and therefore the integer 

ambiguities need not be known. As with the range differences the magnitude of the relative 
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ionospheric delay should change slowly and smoothly, any sudden divergence or 

discontinuity indicates a cycle-slip or error. 

Ionospheric delay: 

where: 

IonDelu 

<l>u 

ft, f2, AI 

- Ionospheric Delay; 

as described in Chapter Three; 

as described in Chapter Three. 

(4.2) 

The signal-to-noise ratio (SIN) is an internal receiver parameter which is a measure of 

the ratio of the intensity of the signal being received with the intensity of the noise at that 

signal frequency. A low SIN indicates that the reliability of the data may be in question. 

The SIN is not available on all receiver models but is a component of the TI 4100 

measurement record. Phase velocity measurements are available on a TI 4100 receiver in 

the form of the phase difference mea_sured over a 160 ms time period. This measurement is 

quite noisy and useful only as a crude quality indicator [Garmulewicz, 1989]. 

In the case of data obtained for this thesis, the constantly changing position and attitude 

of the ship imposed constraints on the assessment of data quality. The GPS data was 

initially filtered to exclude data with very low signal-to-noise ratios and those 

measurements with obvious time tagging errors. Secondary processing analyzed the 

change in range differences between the pseudo-range and carrier phase signals, as well as 

the ionospheric delay using the L1 and L2 carrier phase signal. 
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4. 8 Quality Assessment 

The data cleaning procedure was aimed at eliminating cormpted data, recognizing and 

correcting spikes in the data, and recognizing and correcting cycle-slips in the carrier-phase 

signal. The range difference and ionospheric delay in equations 4.1 and 4.2 were used for 

quality assessment in this stage of the processing. These two signals are expected to 

change slowly and smoothly and where the signals exhibit a sudden change in character or 

become discontinuous, then it may be postulated that a data spike or a cycle-slip has 

occurred or the data is in some way corrupted. The data set collected for this thesis 

contained a significant number of data spikes and cycle-slips as well as periods of 

cormpted data. 

A data spike occurs when the data exhibits two significapt departures from the 

smoothly changing signal; one in either the positive or negative direction, and a second of 

equal magnitude in the opposite direction. The signal that contains a data spike exhibits this 

departure only for the epoch affected and thereafter behaves normally. Once a data spike is 

recognized, it must be eliminated. A cycle.:.slip on the other hand is a discontinuity in the 

measurement signal which is characterized by a jump or multiple jumps in either direction. 

Once a cycle-slip is detected, it can be corrected given the appropriate circumstances. 

The dual frequency data available from the 114100 presents the opportunity to examine 

the signal on both frequencies. When the signal is corrupted on one frequency or 

measurement type, the error can be corrected using the other frequency or data type. This 

type of data cleaning is generally a preliminary technique and suffers from the inability to 

effectively correct departures that occur simultaneously..in both frequencies. 
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The procedure followed during this process located either the spike or cycle-slip by 

detecting a discontinuity in both the range difference and ionospheric delay signal. At that 

point a choice was presented according to the particular combination of discontinuities in 

either of the two signals and either the Ll or L2 frequency. When the spike or cycle-slip 

was uncorrectable, the data was eliminated or in the case of a cycle-slip, a new file was 

opened and the subsequent data was assumed to be part of an independent observing 

session. 

The results from this cleaning and the subsequent output files were plotted. Sessions 

where enough cycle-slips occurred so as to make observation sequences less than ten 

minutes in duration were ignored Visual appraisal of the graphical output from this 

cleaning process indicates noise levels for pseudo-range measurements to be in the order of 

two to ten metres and for the carrier-phase from 1 to 5 em. 

Subsequent analysis of the results of further processing of the GPS data indicated that a 

few cycle-slips escaped proper detection and correction. These errant cycle-slips and data 

spikes were below the detection threshold of the techniques employed, typically two or 

three cycles, and their effects become apparent in the later stages of processing. 

4. 9 Heave Sensor Data 

Data from the mechanical or accelerometer based heave sensors were collected to be used as 

control measurements with which to compare the GPS results. The factors which affect the 

nature and quality of the data are the sensor locations and the data collection technique. 

This section identifies biases in the data and evaluates the noise of the heave sensor signals. 
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4. 9.1 Data Quality Flag 

Data quality control can be carried out either while collecting the data or during post 

processing. In the case of heave sensors, pre-processing quality control is a function of 

monitoring parameters describing the sensor environment. While processing the data, it is 

possible to monitor the characteristics of the signal and use their behaviour to indicate the 

reliability of the data. In particular, the TSS Model 320 heave processor sets a quality flag 

indicating the suspect nature of the data when these descriptive parameters exceed the pre­

defined constants. The HIPPY 120b heave sensor on the other hand does not have these 

capabilities and there are no indications if and when the heave signal becomes biased. 

4. 9. 2 Biases and Errors 

Heave compensators are designed to reduce the effects of horizontal or rotational 

accelerations through filtering and self-stabilizing sensor platforms. Where the motions 

experienced exceed the specifications of the sensor platform, biases and errors will be 

introduced into the resulting heave signal. Accelerations with a component acting in the 

horizontal direction will result in a misorientation of the sensor platform. The self­

stabilizing system will act against this horizontal component unless the acceleration has a 

characteristic period close to the resonant frequency of the sensor platform. This is the case 

during vessel maneuvers, causing the heave signal to be invalid for a period of time and 

requiring a significant settling down time after the vessel makes a turn. This effect was 

apparent during vessel maneuvers and was most clearly evident in the roll signal from the 

Hippy 120b heave sensor. 
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4. 9. 3 Direct Comparisons 

Direct comparisons between the two different models of heave sensors have been carried 

out in order to estimate the noise contribution of each sensor. Whereas these two sensors 

were not occupying exactly the same place, the locations were close enough to infer the 

composite noise in the two signals. A study of the relationship between the two heave 

sensorS was performed in 1989 and the report is included in Appendix A of this thesis. 

The study indicated that the noise level or level of disagreement between the two sensors is 

a function of the magnitude of the heave signal itself. As well, any system dependent 

biases show up in the residual signal either in the form of increased residuals, phase 

dependencies or deviations from the zero mean. 

4.9.4 Noise Levels 

The noise in the heave signals from both GPS and independent sensors contribute to the 

magnitude of the residual signal. Using the residual signal alone, it is not possible to 

determine-what percentage of the signal each sensor is responsible for. At best, based on 

the expected error specifications of the two instruments, a preliminary estimate of the 

percentage can be obtained. An error analysis performed on the data indicated that the TSS 

Model320 exhibited a noise level some ftfty percent greater than the HIPPY 120b (see 

Appendix A). A summary of the analysis of the residual signal between the two sensor is 

presented in Table 4.2 (also see Appendix A). 
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Table 4.1 - Error Summary 

STATISTIC DAY 174 DAY 175 

Average Heave (approx) ±0.5m ± 1.5 m 

Dominant Period (approx) 7 sec 9 sec 

Residual Mean 2.7cm 2.9cm 

Residual Std Dev. 4.8cm 15.5 em 

~gestDilferences 0.3 m -0.7m 

Predicted RMS Error 2.1 em 3.5cm 

4. 9. 5 Spectral Analysis 

Spectral analysis of the heave signal from the two forward heave sensors has been 

performed to gain insight into the constituent frequency content of the signal. Two 

different days of data representing periods of both low and high dynamics were analyzed 

(see Appendix A). Of special interest was any low frequency contribution that could be 

present due to system bias. 

This study concluded that, as expected, the majority of the spectral density was 

concentrated in frequency bands close to the mean heave period. Power spectrum density 

plots of the data series from the two heave sensors and the residual series indicated 

however, that some significant power existed in the lower frequencies. As both heave 

sensors should filter any low frequency signals, the results suggest that the internal 

processing and filtering were contaminating the measurements to some degree. 

It appeared that, during periods oflarge motion, the TSS Model 320 introduced the 

majority of low frequency power whereas during periods of lesser motion, the HIPPY 

120b introduced a dominant offset into the measurements. This offset appears to be a 

constant associated with the HIPPY 120b and falls within the specifications given for the 
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sensor. Further, the study indicated that a scale factor difference existed between the two 

sensors where the TSS Model 320 was producing a larger magnitude heave signal than the 

HIPPY 120b even though the two sensors were located nearly side by side. It was unclear 

which of the two sensors was responsible for this difference. 

In summary, both sensors introduced a small low frequency bias into the heave signal. 

The HIPPY 120b introduced an offset during periods oflow dynamics and the TSS Model 

320 was responsible for biases during periods of high dynamics. As well, there existed a 

small scale factor difference between the two instruments [Rapatz, 1989]. 

4 .1 0 Chapter Summary 

This chapter described the procedure and circumstances under which the field data was 

collected and processed. The problems with the data set and the collection process was 

described along with their relationship to the overall data quality . Finally an assessment of 

the data quality was performed and a data collection summary presented. 
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CHAPTER FIVE 

GPS HEAVE RESULTS & COMPARISONS 

The final stage of this thesis investigation was the processing of the data collected at sea. 

The bulk of the processing effort went into transforming the GPS measurements into heave 

estimates. Once GPS derived heave estimates had been obtained for the antenna point, the 

remainder of the processing was necessary to provide direct comparisons between the GPS 

heave signal and the signals obtained from the accelerometer based heave sensors. Finally, 

an assessment of the residuals between the two systems was made to determine the success 

of the GPS heave determination technique. 

5 .1 Processing Organization 

The processing was organized into modular operations to better manage the large quantity 

of data as well as allow greater flexibility when testing the algorithms. The order and 

details of the procedures used are given in the following subsections. 

5 .1.1 Interpolation and Differencing of GPS Measurements 

The problem of non-concurrent GPS observations from both the shore station and the ship 

has already been mentioned in Section 4.6.2. Computing double difference data as 

described in Section 3.4.1 requires simultaneous measurements and therefore made it 

necessary to interpolate the signals. The signal from the shore station was chosen as the 

reference for the interpolation as it was expected to change smoothly without large 

variations. 
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A moving, ten epoch polynomial fit of degree two was chosen as the representative 

function to model the carrier-phase signal. The choice of the data window size and the 

degree of the polynomial was based on such factors as efficiency, speed and accuracy. 

Testing of the interpolation technique using shore station data showed that the interpolation 

accuracy was typically in the order of one centimetre and always less than three 

centimetres. Increasing the polynomial order and the data window size did not significantly 

increase the accuracy but did significantly affect the speed of calculation. 

Upon completion of the interpolation, single differences between the shore station and 

the ship were calculated. These single differences were subsequently corrected for satellite 

clock errors and used to create double difference files. The satellite ephemeris was used to 

calculate satellite coordinates based on the corrected transmission time of the signals taken 

from the shore station and the ship. These coordinates were included in the double 

difference files. 

5. 1. 2 Delta H 

The double difference observations were used in the adjustment procedure described in 

Chapter Three. Upon input to the adjustment package each successive pair of observations 

were differenced once again. The pseudo-range observations were used to determine an 

initial position for the ship's antenna. The accuracy of this position, because of the noise in 

the pseudo-range signal, was generally± 25 metres. This initial position, along with its 

representative covariance matrix, was combined with the carrier-phase observations to 

determine the change in coordinates between two epochs. The change in c99rdinates was 

transformed into ellipsoidal geographic coordinates according to Section 3.5.5 and the 

changes in height extracted. These results were then stored in a file for later use. 
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5 .1. 3 Datum Determination 

Analysis of the data obtained during the adjustment process indicated that significant slowly 

changing biases of a few metres remained in the resulting height information. These biases 

were made up of: an indeterminate offset due to the frrst epoch being positioned at an 

arbitrary point of the motion cycle, a constant bias due to residual biases in the satellite 

signals, inaccurate Shelburne station coordinates and random biases due to remaining 

cycle-slips and multipath. It was necessary to remove these biases through filtering in 

order to equate the resulting GPS determined motion with the ship's heave. 

The filtering was accomplished by using two variation of polynomial fitting to the GPS 

height signal. Given a set of observations that behave smoothly and continuously: 

wh~re: 

X 

y 

n 

(yi,Xi), i = 1, k 

y = f(x) ""ao + a1x + a2x2 + ... + anxn 
n 

= L ajxj 
j = 0 

independent observations; 

- dependent observations; 

- polynomial coefficients; 

- number of points in data set; 

- degree of the polynomial. 

The coefficients are estimated using the least squares technique with k points. 

(5.1) 

The first method used was an n degree polynomial fit to the entire signal of k data 

points. The typical data set contained 1500 points and spanned 45 minutes. This had the 

effect of producing a much smoother estimate of the vertical datum. The disadvantage was 
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that if the variation in the existing signal biases had a high frequency in comparison to the 

data set time span, then the fixed window technique would not be effective in reducing the 

biases. 

The second method used a moving m-point window, n degree polynomial function, 

such that m << k, to extract the low frequency bias from the GPS height signal. This 

technique is better able to follow higher frequency changes in the biases and can operate in 

real time but pays a penalty by increasing the datum estimation noise. 

In either case the high pass flltering assumes that the low frequencies apparent in the 

signal are of little consequence over the time period of interest, in this case in the order of 

minutes. The resulting residual signal from the polynomial fit can be considered to have -

been adjusted to the local datum as established by the mean height of the antenna. This 

mean height over the period of the fit is an approximation of the height of the antenna when 

the ship is resting in stable equilibrium. 

5 .1. 4 Phase Alignment 

Comparison of the GPS derived heave with the accelerometer based heave sensors required 

that there be no phase offset between these signals. The phase alignment between the GPS 

heave signal and the other heave sensor signals is dependent upon the timing functions 

used in time-tagging the different records as well as the system dependent data polling 

delays. The data collection and time-tagging procedures have been described previously in 

Chapter Four. The possible reasons for misalignment in time between the GPS and the 

accelerometer based heave sensors are: 

• incorrect initialization of the timing clock ( wrong by integer seconds ); 

• data polling delay ( wrong by fractions of a second ). 
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The data polling delay is equipment related and depends on the time necessary to access 

and sample the two serial ports and seven registers of the AtoD conversion board. Using 

. the specifications quoted for all the equipment, this time delay was expected to be less than 

0.1 of a second and therefore insignificant [Rapatz, 1988]. The wrong initialization of the 

timing routine on the other hand introduces timing errors of integer seconds which result in 

a significant misalignment of the signals. While all data sets experienced a consistent 

misalignment of one second, indicating that there was an oversight in the initializing 

procedure, random slips in the timing occurred infrequently. This misalignment in time 

was immediately apparent when viewing a plot of both signals together or a plot of the 

residuals from the signal differencing and was corrected by adjusting the time-tags of the 

heave sensor data by the amount of the estimated offset in integer seconds. 

Figure 5.1 shows an overplot of the two heave signals without any corrections. The 

character of the two signals is very similar. However, it is quite apparent that a 

misalignment or phase error exists between the two signals. Based on the previous 

discussion of the time tagging procedure, it can be assumed that the magnitude of the phase 

error is integer seconds. The reference clock used is the GPS clock and therefore 

adjustments were made to the time tagging of the heave sensor signals. Figure 52 

demonstrates that after a one second correction, the two signals are now coincident in 

phase. Figure 5.2 shows more clearly the similarity of the character of the two signals but 

a small difference still exists caused by the signals being generated at two different places 

aboard the ship. Also note that the plotting package, by drawing straight lines between the 

points causes the two signals to appear dissimilar even though this is just an artifact. 
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Figure 5.1 - Unadjusted Hippy & GPS Heave 
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Figure 5.2 - Hippy & GPS Heave Adjusted for Time Offset 

5 .1. 5 Coincidence of the Signals 

During the data collection process the different sensors were neither coincident in space nor 

were they all sampled at the same time. For example, the GPS antenna was sited some 25 

metres away from the other sensors and was sampled at a different rate. Figure 5.2 
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illustrates the significant difference in sampling rates for the GPS and heave sensor signals. 

Resampling of the signals was necessary to provide coincident obsexvations for 

differencing. The constant, high data rate of the heave sensor signal provided a good 

reference signal and cubic spline interpolation was used to sample it at coincident times 

with the GPS estimates of heave [Atkinson and Harley, 1983]. All signals from the 

accelerometer based heave sensors were resampled, including the pitch and roll signals. 

The GPS antenna and other sensors, occupying different locations, each monitored a 

different heave signal. To adjust for the difference in positions, the GPS heave estimate 

was translated to the positions occupied by the various heave sensors using the algorithm 

described in Chapter Two. The coordinates of all the relevant points of interest aboard the 

ship were taken from both physical measurements on the vessel and from scaled 

construction plans. The accuracy for these coordinates has been estimated to be ± 0.5 

metres for all points except for the GPS antenna which, because of its location, was 

estimated to be ± 1 metre. Figure 5.3 shows the result of translating the GPS signal shown 

in Figure 5.2 and plotting it over the original heave sensor signal. Clearly the GPS signal 

now follows the heave sensor signal much more faithfully. 
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GPS and Hippy Heave Adjusted For Time and Position Offset 
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Figure 5.3 - Hippy & GPS Heave Adjusted for Time & Position Offset 

5. 2 Criteria For Comparisons 

Researchers have had much difficulty in attempting to quantify the quality of the results 

produced using GPS. Typically, GPS has been able to meet or exceed the accuracy of 

most conventional techniques when used in various applications and the problem has been 

to establish a standard to which the GPS technique can be compared. The difficulty of 

providing such a standard presents itself when trying to quantify and assess the accuracy of 

GPS heave determination in this investigation. 

Accelerometer based heave sensors were used to provide control measurements, the 

installation of which were discussed in the previous chapter. It is the comparison between 

these heave sensor measurements and the GPS derived heave that provides the basis for an 

assessment of the success of the GPS technique. Unfortunately the heave sensors 

themselves suffer from various degrees of noise and bias thus complicating the 

comparisons. 
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To proceed with the comparison, several characteristics of the signals were identified as 

influencing the results. These characteristics were; the phase alignment between the GPS 

and heave sensor signals, the magnitude of the residuals when the GPS heave is 

differenced with the heave sensor signals, the measurement noise in the signals, datum 

drifts between the signals and the frequency dependence of the residual signal with respect 

to the input signals. Each of these characteristics were analyzed to establish their overall 

contribution to the errors in the technique. 

5. 3 Residuals Between GPS And The Other Sensors 

The residual signal that results when differencing the GPS heave estimate with the other 

heave sensors will contain the effects of the signal characteristics described above. The 

residual signal therefore can be assessed with these criteria in mind. The general 

assessment of the residual sigQ.als from the field data is discussed in the following 

subsections. 

5. 3.1 Magnitude of Residuals 

The magnitude of the residuals after differencing the two processed signals represents a 

significant indication of the success of the GPS heave determination technique. These 

residuals and their size are governed by a number of factors affecting both signals. The 

residuals from differencing the two different signals have been obtained for all three heave 

sensor locations. 

Using the assumption that the residual signal is random in nature, then the simplest way 

of describing the signal is to determine the first two moments of that signal- the 

population mean and variance. The two moments are defmed such that: 
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where: 

E[ ... ] 

f(x) 

Jlx 

00 

E[X(t)] = Jlx = Jxf(x)dx 
-00 

00 

E[X2(t)] = o2x = Jx2f(x)dx 
-oo 

expectation operator; 

probability density function; 

population mean; 

population variance. 

Equations 5.1 and 5.2 may be reformulated for discrete data resulting in the familiar 

equations for sample mean and standard deviation. 

where: 

n 

Xi 

s 

1 n 
X.=- L Xi 

n i = 1 

number of samples 

ith sample 

sample mean 

sample standard deviation 

(5.1) 

(5.2) 

(5.3) 

(5.4) 

The mean and standard deviation of the residual signal were calculated for all the relevant 

observation flies and a summary of this data will be presented in Section 5.6. 

As a counterpoint to the residual signal between GPS and the heave sensors, the 

difference between the two adjacent heave sensors was also determined and assessed. The 
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separation between the two sensors was small enough to allow direct comparison. 

Applying pitch and roll corrections to this signal only increased the noise level. This 

difference signal was used as an indication of the noise level in the heave sensor signals 

themselves. A study in 1989, based on analyzing this difference signal, concluded that the 

contribution made to the residual signal by each sensor was roughly proportional to the 

stated specifications which indicated that the TSS model 320 heave sensor can have less 

than half the accuracy of the Hippy 120b heave sen~or [Rapatz, 1989]. This conclusion 

may be borne out by the consistently higher standard deviation of the GPS - TSS 1 residual 

signal when compared to the GPS - Hippy residual signal (see Section 5.6). 

5. 3. 2 Datum Differences 

Datum determination is an important factor in the accuracy of the GPS heave technique. 

The datum is established using the hypothesis that the heave signal has a zero mean over a 

short time period. This hypothesis is not exactly true due to sea level variations like tides 

or alterations in the stability characteristics of the vessel, but for the time period of interest, 

the assumption is close enough to reality. By fitting a smooth low degree polynomial to the 

GPS data it is possible to remove the majority ofthe slowly changing biases. The 

remaining signal is expected to represent the departure of the antenna from the antenna 

equilibrium position. 

To a large degree, the type of fit and the order of the polynomial depends upon the 

nature of the bias remaining in the GPS heave. In this investigation, two variations of 

polynomial fitting were attempted. The first was a low order polynomial fit to the entire 

data set, i.e. for as much as one hour of observations. The extent to which this was 

successful was determined by the length of the data span and the variability in the GPS bias 

effect. The shorter the data span, the fewer number of files joined together and the 
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smoother the GPS bias, the better the datum estimate. As the data departed from these ideal 

conditions, greater success was achieved using a moving low order polynomial with a data 

window of a small number of points, typically 100 spanning 200 seconds. The effect of 

changing the number of points and the degree of the polynomial fit has been investigated in 

Rapatz and Wells [1990] and is summarized in Figure 5.4. This figure shows the rms of 

the datum estimation error when altering the parameters of the polynomial fitting technique. 
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Figure 5.4 - Response to Differing Degrees & Window Sizes 

The report concluded that a smaller data window followed changing biases in the GPS 

signal more closely, whereas a larger data window reduced the overall noise in the 

determined datum. 

The moving polynomial fit was more successful in reducing the GPS bias effect 

encountered during the field exercise. In particular, the moving window technique was 

successful in constraining the effect of cycle-slips and other one-time-biases to within half 

the time span of the fitting window. An example of the effect of using a single fixed 

window of 1200 points (40 minutes) versus a moving window of 100 points (3.3 minutes) 
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as described above may be seen in Figure 5.5 which shows the resulting residual signal 

between the GPS heave and the Hippy heave sensors. 

0.5 ..,.-------------------------------t 
Moving Window Polynomial Fit (100 pts = 200s) 

"' lLo.5 
Q)- ···-------··············----···-·-------------------------· :::8 0.5 

Fixed Window Polynomial Fit (1200 pts "" 2400s) 

......... ..,_ _______ 40 Minutes ________ ___,..,._.-

~.5~---------------~--~--------~--------~--------~ 
432000 432500 433000 433500 434000 434500 

Time (Seconds) 
Residual Signal Between GPS and Sensor Heave 

Figure 5.5 - Result of Different Polynomhil Fit Variations 

5.3.3 Spectral Analysis 

Spectral analysis of both the heave data and the residual signal w.as used to gain insight into 

the contributing constituent frequencies. The bandwidth chosen for investigation ranged . 

between 0.5 and· .005 hertz which corresponds to periods of 2 and 200 seconds 

respectively. Figure 5.6 shows the spectral density plot for the GPS heave estimate after it 

has been sampled and translated to the heave sensor location. The predominance of of the 

signal power is concentrated around a frequency of 0.13 hertz which corresponds to a 7. 7 

second period. The peak at this frequency represents the actual heave motion due to the 

ship responding to the driving force of the waves. There exists a low frequency 

component and a constant contribution in the higher frequencies which represents the 

higher frequency noise. 
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In contrast, Figure 5. 7 shows the majority of the power in the residual signal has 

moved to lower frequencies with a residual peak remaining at 7.7 seconds. The implication 

is that the resulting residual signal may be dependent upon the wave induced motion i.e. the 

magnitude of the residual signal may be related to the magnitude of the heave experienced. 

The high frequency noise contribution is constant but has increased due to the extraction of 

some of the wave frequency contribution and the addition of the noise in the Hippy heave 

sensor signal. The majority of the remaining power in the lower frequencies can be 

attributed to residual bias in the GPS signal that has not been removed in the datum 

determination process. 

Chapter Five Page 81 



3 

2.5 ,..... 

~ 2 
* e ......, 
0 "iil 1.5 
1:: 
Q) 

Cl 
g 1 
u 
Q) 
0. 
til 

.5 

0 
0 .05 .1 .15 

Spectral Density Plot For The Residual 
Signal Between The Translated GPS And 
Hippy 120 B Heave Signals 

.2 .25 .3 .35 • 4 .45 

Frequency (Hz) 

.5 

Figure 5.7 - Spectral Density Plot of Residuals Between GPS & Hippy 

5. 4 Typical Results 

The purpose of this section is to show some typical results obtained from this data set. The 

plots in the next subsections are results from Day 170 and Day 179, 1988 respectively. 

Day 170 represents a typical day with somewhat restrained vertical motion. Day 179 on the 

other hand represents the largest range of motion for which data was obtained during the 

three week cruise. Recall that the GPS antenna and the two forward heave sensors were 

located a good distance forward of the nominal pitch rotation centre of the ship and 

therefore the heave signal registered will be somewhat exaggerated in comparison to the 

motion experienced aft of these sensors. 

5 .4.1 High Dynamics 

Day 179 exhibits heave measurements from the forward laboratory with a maximum of 

roughly± 2 metres with an overall standard deviation of 0.6 metres. This day experienced 
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the largest magnitude of heave during which GPS measurements were successfully 

observed. Figure 5.8 shows a plot of the estimated heave from GPS and Figure 5.9 shows 

the residual plot after differencing the GPS heave estimate with the heave from the Hippy 

120b heave sensor. 
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Figure 5.9b - TSS 2 Residual Signal Day 179 

5. 4. 2 Low Dynamics 

Day 170 exhibits a generally smaller range of motion with maximum amplitudes of± 1.0 

metres with an overall standard deviation of 0.35 metres. The results from this day differ 

from the previous example in that the residual signal is generally smaller and there is clearly 

less noise in the datum determination. The spike seen at the beginning of residual plot is 

most likely due to a small cycle-slip in the GPS data. 
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5. 5 Error Contributions 

All the factors affecting the character of the residual signal come from either the GPS signal 

or the heave sensor signal. Their effects will be present in one or all of the characteristics 

described in Section 5.3. These factors are summarized in Table 5.1 where the Magnitude 

column refers to the error seen in the input signal and Impact on GPS Heave column refers 

to the upper limit expected as the error is mapped into the vertical. In general Table 5.1 is a 

worst case estimate and typical GPS heave measurements should have a higher accuracy. 
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Table 5.1 - Error Impact 

Errors Magnitude Impact on GPS Heave 

carrier-phase noise :s; 1cm :s; 5 em 

cycle-slips :s; 5 cycles :s; 1m 

data interpolation error :s; 3 em :s; 10 em 

datum determination error :s; 10 em :s; 10 em 

pitch I roll errors :s; 1° of arc :s; 5 em 

heave sensor noise :s; 3 em+ 3% 

heave sensor bias :S;5cm 

The above factors all constitute limitations on the effectiveness of the GPS heave 

determination technique investigated for this work. 

5.5.1 Effect of Noise 

The noise in the GPS signal is a combination of factors discussed in Chapter Three. The 

overall effect of this noise on the heave signal will be a function of the geometry of the 

satellite constellation which directly affects the transformation of the errors in the signal into 

errors in change in height estimates. This mapping is directed according to -section 

3.5.5.3. The dilution of precision which is a measure of the geometry of the satellite 

constellation, represents a geometrical magnification factor of the signal errors and has been 

discussed in Section 3.3.4. 

The noise in the heave sensor data on the other hand will map directly into the residual 

signal. As discussed in Section 5.3.1 the average magnitude of the error in the heave 

signal can be deduced from the difference signal between the two adjacent heave sensors. 
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5. 5. 2 Effect of Cycle-Slips 

The effect of cycle-slips in heave determination is related to the success in the determination 

and correction of the cycle-slips. The data cleaning process removed the majority of the 

cycle-slips in the data but due to the low resolution of the techniques available, some cycle­

slips in the order of a few cycles clearly went undetected Cycle-slips of this size introduce 

- a orie time bias into the heave signal whose magnitude will depend on the satellite position 

and how the effect of the cycle-slip maps to the vertical. Once a slip occurs, the high pass 

filtering will tend to smooth out the effect but will also tend to spread it into the heave 

estimate within the range of the data window used by the filter. An example of this effect 

can be seen in Figure 5.12 from Day 171. The peak in the signal represents where a cycle­

slip was not removed from the data and the slope of the heave signal on either side of that 

peak indicates how the effect is spread to the surrounding data via the filtering process. It 

should be noted that when a moving window is used in the filter, the majority of the effect 

is located close to the original peak and is limited to the width of the data window itself. 

Figure 5.12 illustrates the importance of discovering and correcting all cycle-slips in the 

GPS data before applying the heave estimation technique. 
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5. 5. 3 Effect of Errors in Datum Determination 

86800 

The datum determination technique used in this investigation attempts to model and remove 

the low frequency bias in the GPS heave signal. The success of this technique will be 

evident in the residual signal where the remaining bias will be contained. Depending on the 

frequency of this bias, the effect will appear to be constant in nature or slowly periodic. 

Such a periodicity in the residual signal is evident from Figure 5.5 and Figure 5.7. Any 

errors in determining the datum will map directly into the heave estimate. The assumptions 

made regarding the use of time averaging to estimate the equilibrium position of the ship are 

clearly appropriate to within a few centimetres during medium dynamics. 

5.5.4 Effect of Heave Sensor Bias 

Heave sensor biases are made up of an offset in the heave signal, a scale error and possible 

offsets and scale errors in the pitch and roll information. In the case of the heave estimate, 
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datum offsets and scale factor errors are functions of the internal design of the sensor and 

in fact the Hippy heave signal appeared to have a constant two centimetre positive offset 

[Rapatz, 1989]. The offset in the heave estimate will map directly into the residual signal 

and cause a nonzero mean, but not affect the standard deviation. The scale factor error on 

the other hand will not affect the mean of the residual signal but will cause an increase in 

the standard deviation. These errors can be compensated for after testing the sensor and 

determining their magnitude. 

Pitch and roll errors can be both an internal artifact of the instrument or a result of 

changing stability characteristics of the ship. Constant errors which can be associated with 

the internal design of the heave sensor can be easily investigated and corrected. Errors 

associated with the stability characteristics of the ship on the other hand will change from 

time to time with changing conditions. Any change in either the vessel load, weather 

characteristics or vessel heading will all determine how a vessel rests in the water. Any or 

all of these situations occur continuously at sea and will affect the angle of the ship that 

represents the average orientation. In particular this changing offset in the roll will cause a 

bias in the transformation computation which assumes a zero roll angle when the ship is in 

stable equilibrium. This bias will map into the heave estimate as a function of the 

separation between the GPS sensor and the point of interest. 

5. 6 Comparison Statistics Summary 

Table 5.2 summarizes the results of the heave estimation process for each day that 

contained useful data. The mean and standard deviation of each residual signal were 

obtained by differencing the GPS heave estimate with the heave sensor heave estimate. 

Statistics for the actual heave signal are given in the last column as a reference. The mean 

and standard deviation of the summary statistics for each sensor pair have been provided in 
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the last row in order to highlight any behaviour which may have been consistent over a 

period of days. 

Table 5.2 - Table of Heave Estimation Residuals (metres) 

(100 . 3d pomt egree movmg p01ynorm t 1 'al fi) 

SENSOR PAIRS 

Hippy- GPS TSS1- GPS TSS2- GPS Hippy -TSS1 TSS1 

File Name Mean St.Dev Mean St.Dev Mean St.Dev Mean St.Dev Mean St.Dev 

Day 168 # 4,5,6 0.01 0.05 -0.03 0.06 0.05 0.05 0.02 0.04 0.00 0.26 

Day 169 # 12 0.01 0.04 -0.02 0.05 0.03 0.05 0.02 0.05 0.00 0.16 

Day 169 # 6,7,8 0.00 0.05 -0.03 0.06 0.05 0.06 0.02 0.04 0.00 0.16 

Day 170 # 1,2,3 0.02 0.05 -0.01 0.07 0.07 0.07 0.01 0.07 0.00 0.35 

Day 170 # 5,6 · 0.01 0.05 -0.01 0.08 0.05 0.08 0.00 0.08 0.00 0.35 

Day 171 # 5 -0.03 0.12 -0.03 0.14 0.01 0.11 -0.00 0.09 0.00 0.27 

Day 171 # 7 0.01 0.07 -0.01 0.07 0.04 0.07 0.01 0.06 0.00 0.27 

Day 174 # 6,7,8 0.01 0.06 -0.02 0.07 0.03 0.07 0.02 0.05 0.00 0.27 

Day 174 #6 7 8b 0.02 0.06 -0.02 0.07 0.04 0.07 0.02 0.05 0.00 0.27 

Day 174 # 11,12 0.03 0.05 -0.01 0.07 0.05 0.06 0.02 0.05 0.00 0.27 

Day 177 # 1 -0.00 0.05 -0.04 0.06 0.05 0.06 0.02 0.04 0.00 0.25 

Day 179 # 1 -0.02 . 0.11 -0.05 0.14 0.03 0.13 0.03 0.13 0.00 0.56 

Day 179 # 3,4,5 0.02 0.09 -0.01 0.15 0.06 0.13 0.01 0.12 0.00 0.56 

Average 0.01 0.06 -0.02 0.08 0.04 0.08 0.02 0.07 0.00 0.31 

Standard Dev. 0.02 0.03 0.01 0.03 0.02 0.03 0.01 0.03 0.00 0.13 

5. 7 Chapter Summary 

Chapter Five has introduced the processing of the collected data and the procedure for 

comparisons between the GPS estimated heave and the measured heave from the 

accelerometer based heave sensor. The chapter has been s_tructured to deal with the 

organization of the processing steps and discuss and present the criteria used for judging 

the comparisons followed by a review of the results obtained from these comparisons. A 
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discussion of how the relevant errors and biases will affect the heave estimates and the 

residual signal used for the comparison was concluded with a summary of the statistics of 

the residual signals for all the data collected and processed. 
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CHAPTER SIX 

CONCLUSION 

Chapter Six forms the conclusion of this thesis and begins with a summary and discussion 

of the issues that were raised during various phases of the research work. The main 

conclusions drawn from the results of using differential GPS carrier-phase signals for 

heave estimation and the comparisons with the other heave sensors are presented. The 

chapter ends with recommendations for future research in this field. 

6 .1 Summary and Discussion 

6 .1.1 V esse I Motion 

During the investigation of this thesis topic and processing of the data, several aspects of 

vessel motion have been noted. Heave motion experienced by a vessel is a function of both 

the driving forces and the characteristics of the vessel itself. In the case of the CSS 

Hudson, the heave motion exhibited strong characteristic frequencies within a range of 0.2 

to 0.1 hertz- the characteristic frequency band being similar at all sensor locations. 

However, the phase and shape of the heave signal differed substantially between sensor 

locations, indicating a strong coupling of heave with pitch. The pitch and roll motions 

were only weakly coupled. 

Observation showed that heave experienced by the CSS Hudson was approximately 

one third of the actual wave height depending on location and was clearly a function of the 

size and stability of the vessel. Weather for the month of June is usually fair and this is 

reflected in the heave motion depicted in Table 5.2. During the two week cruise the heave 
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experienced in the forward laboratory ranged from just ± 0.5 metres to in excess of± 4 

metres. 

6 .1. 2 Current Heave Sensors 

Most current heave sensors are accelerometer based and rely on self-stabilizing and filtering 

to establish and maintain a vertical datum. Both the Hippy 120b and the TSS Model 320 

heave sensors are good representatives of current technology in this field with little change 

expected other than refinements in the filtering. These heave sensors have stated accuracies 

within ± (0.03 m + 5 %) and performed well during the exercise. Comparisons between 

heave sensors however, indicated that they may produce a noisier signal than expected 

(refer to Table 5.1 and Appendix A). The primary shortcomings of these heave sensors 

appear to be: sensitivity to long period motions such as course changes, a narrow 

frequency response band, and the limited range of motion they are designed to experience 

(for example the TSS Model 320 is only rated for± 4 metres). 

6 .1. 3 Relative vs. Absolute Heave 

As GPS heave determination becomes better understood, the trend will move towards 

precise measurements of absolute vertical motions of ships with respect to global datums 

such as the geoid or ellipsoid (see section 2.7) rather than relative heave in the context of 

section 3.5.6.1. As evidence of this trend is the intention of the CHS to use the GPS heave 

technique to monitor tidal action in future [Rapatz and Wells, 1990]. In this context, this 

thesis addresses only relative heave and leaves absolute heave for future research. 
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6 .1. 4 Transfer of Heave From Sensor to Point of Interest 

The transformation from the sensor site to the point of interest has been addressed in this 

thesis in order that comparisons be made between different sensors. It was found that 

accurate pitch and roll data as well as accurate relative coordinates of all points were 

essential for precise heave transfer. The position of the pitch and roll sensor may be 

arbitrary but should be placed so as to reduce the effect of lateral accelerations. The 

location of the origin of the ship based coordinate system may also be arbitrary and can be 

chosen for convenience. One very important consideration is that the transfer algorithm 

makes the assumption that when the vessel is in stable equilibrium the pitch and roll angles 

are zero. However, the vessel's equilibrium orientation shifts in response to changing 

currents, winds and different stability characteristics. As an example, such a shift could 

occur when the wind shifts to the beam of the vessel. This could offset the orientation of 

the ship by as much as five degrees of arc and would result in a direct bias of the 

transferred heave measurements by up to 30 centimetres. 

6 .1. 5 Problems with Data Collection and Processing 

The problems with the data set were numerous and required considerable effort to correct. 

The major difficulties were bad ephemeris, mismatching time-tags, equipment failure, 

inconsistent data logging and an incorrect master station position. In general, the most 

troublesome problems were with the time tagging and an inconsistent data rate. A great 

deal of success was accrued using simple polynomial fitting, interpolation and spline fitting 

to offset these difficulties. 
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6 .1. 6 G PS Technology Then and Now 

Quality and accuracy of GPS derived heave results are affected by external factors 

associated with GPS and receiver technology. The heave results in this thesis are limited 

by signal noise, a slow data rate, the minimum number of satellites and numerous cycle­

slips. The 114100 GPS receivers are limited older technology whereas newer receivers are 

being produced which are more reliable, have increased data rates, reduced signal noise, 

reduced cycle-slips, and multiple satellite monitoring- all of which will play a major part 

in the success of GPS derived heave. As the features of modem GPS receivers are 

improved so will the usefulness of GPS derived heave be increased and extended. 

6. 2 Conclusions 

Several conclusions may be drawn from the results of this investigation regarding GPS 

derived heave: 

• The accuracy of GPS heave determined in this thesis has been shown to be at the 

five centimetre level. This level represents the limit for the data set studied, using 

the data processing techniques described in Chapters Four and Five a:nd is 

comparable with the accuracies found for the other heave sensors used as control. 

• Limiting factors for the accuracy of GPS derived heave include: the data sampling 

rate, biases in the GPS measurement signals, cycle-slips and measurement noise. It 

is reasonable to expect that without the initial signal interpolation, better signal to 

noise capabilities of new receivers and better techniques for detecting and correcting 

cycle-slips the limiting accuracy could conceivably be improved by an order of 

magnitude to less than a centimetre. 
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• The datum determination technique is insensitive to long term biases in either the 

GPS data or the actual sea surface. 

• GPS offers advantages over available accelerometer based heave sensors: 

i) larger range of motions that may be accommodated- both in terms of 

frequencies and amplitudes; 

ii) eliminates sensitivity to resonant frequencies; 

iii) potential for very high accuracy (better than a centimetre). 

6. 3 Direction of Future Research 

This research has accomplished the initial goal of applying GPS to heave measurements. 

The possibilities for further research are numerous. In particular, application of "on-the­

fly" ambiguity resolution or other techniques for solving the carrier-phase ambiguity will 

help to fully utilize the accuracy of carrier-phase signal. The solution to this particular 

problem will affect many of the issues in GPS heave determination such as datum 

determination, signal noise and initial position estimates. Continuing research using 

receivers capable of multi-satellite data, increased data rates and kinematic positioning will 

drastically improve GPS heave determination. 

Whereas relative heave determination is the detection of the high frequency motion of a 

ship, it will be possible to measure lower frequency height motions as bias detection and 

reduction is improved. Further research into reducing the biases in GPS will eventually 

result in the monitoring of tidal signals and potentially culminating in the monitoring of real 

time absolute heave. 
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A.l Introduction 

Any vessel that is free to move upon the surface of a body of water will be affected 

by the motion of that body of water. In response to the motion of the water, the vessel will 
experience an induced motion which is a function of the properties of the vessel and 

characteristics of the forcing motion. The motion of the vessel will be the coupled effects 

of three translations and three rotations of the vessel from some position of equilibrium. 

The vertical motion ofthe-vessel is often the most critical parameter when 

determining the operational limits of offshore activities such as bathymetry, ocean seismic 

profiling and ocean drilling programs. Traditionally, short period vertical motions caused 

by wind driven waves are termed heave. These wind driven waves, with periods of 

between 1 second and 20 seconds [Rawson and Tupper, 1968], can be differentiated from 

other open ocean related phenomena such as tides, seiche waves and tsunamis, which have 

longer periods and smaller magnitudes. To facilitate the monitoring of and possible 

compensation for heave effects, it is necessary to deploy a sensing system designed to 

operate optimally in the range of conditions likely to be encountered by the vessel. 

During the period of June 13- Jun~ 28, 1988, an experiment to determine, by 
various means, the vertical motion of a ship underway, was conducted aboard the Canadian 

Survey Ship (C.S.S.) HUDSON. The experiment, a collaborative effort between the 

Atlantic Geoscience Laboratory of the Geological Survey of Canada, the Geophysics 

Division of the Geological Survey of Canada, and the Department of Surveying 

Engineering, University of New Brunswick, took place in an area at approximately 42° 45' 

N, 64° 15' W. Included in the deployed instrumentation were two commercial heave 

sensor packages, the Technical Supply and Services Model 320 and the Data well HIPPY 
120b. This report examines these two products by comparing their responses to a similar 
input motion. 

A.l.l Accelerometer based Heave Sensors 

The particular type of heave sensor investigated in this report has a single 

accelerometer installed on a self-stabilizing platform. These devices are usually but not 
always located near or at the centre of gravity of the vessel where the sensor will not 

experience tangential accelerations other than those due to heave. Should the device 

experience motions outside its dynamic range, the resulting output will be unreliable. 
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When the sensor is placed away from the point of interest, other orientation sensors 
monitoring the pitch and roll of the vessel must be used The roll and pitch may then be 
used to translate the motion experienced by the sensor to the point of interest. 

A.l.l.l The Reference Platform 

The self-stabilized platform is used as the vertical reference plane and attempts to 

constrain the accelerometer to measure in the vertical direction only. This platform has 

some resonant period which is a function of the characteristics of the platform as well as the 

medium in which the working parts are immersed. The reference platform is designed to 

be insensitive to rotational motions and short period translational motions. However, these 

motions, which can be the result of wave action, ship maneuvering and pitch and roll, 

become significant as the frequency of the motion falls below the natural frequency of the 

platform [Staples et al., 1986]. The resulting horizontal accelerations will cause the 

orientation of the reference platform to change with respect to the gravitational normal and 

the accelerometer will no longer register the vertical acceleration alone but a component of 

both the vertical and horizontal accelerations experienced. 

A.1.1.2 The Acceleration Signal 

To calculate the vertical position of the sensor with respect to its equilibrium position, the 

vertical acceleration is doubly integrated and sampled [Renouf, 1987]. However, because 

the signal from an accelerometer_ oriented vertically will always contain a DC component as 

well as spurious low frequency components, the integrator will eventually become 

overwhelmed. For this reason, low frequency signals must be rigorously filtered from the 

output signal with the consequent loss of information [Zielinski, 1986]. 

There are two ways of handling output from the accelerometer. The signal, which 
is analogue by nature, can be filtered and integrated in an analogue sense or it can be 

discretely sampled, and then digitally filtered and integrated. Analogue filtering and 
integration techniques, using only past data, can provide near real time output , whereas 
digital filtering, utilizing past and future information, can also provide optimally filtered 

and integrated data in a post event sense [Hopkins and Adamo, 1981]. 

Filtering techniques are limited in that they are designed to be insensitive to periodic 

motions within a specific frequency pass band. The appropriate band chosen in the filter 

and integrator design is determined by the conditions the sensor is expected to operate in. 
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For vessel operations on the ocean, a low frequency cutoff point of close to 0.05 Hz and a 

high frequency cutoff point of 1 Hz are commonly used [Renouf, 1987]. 

A. 2 Sensor Descriptions 

The TSS Model320 heave sensor package and the DatawelllllPPY 120b heave 

sensor package are similar in terms of their theoretical design and accuracy, yet differ with 

respect to the construction of the sensor as well as the packaging and included peripherals. 

Whereas the operation of the TSS Model 320 heave sensor is digitally based, the operation 

the HIPPY 120b heave sensor is based on analogue techniques. Table A.2.1 summarizes 

the specifications for each heave sensor. 

Table A.2.1 - Heave Sensor Specifications 

CATEGORIES TSS MODEL 320 HIPPY 120b 
Type Gimbal Mounted Pendulum Stabilized 

Accelerometer Accelerometer 
Power Requirements 120 Volts AC, 10- 30 Volts Bandwidths: 1.0 - 0.05 Hz 

DC 1.0 - 0.067 Hz 
Dynamic Range ±4 metres ± 10 metres 

Accuracy 10% @ high freq bandwidth, 3.5%@ full bandwidth 
5% @ med. freq bandwidth, 
5% @ low freq bandwidth 

Lag_ Time 36 msecs 320 msecs 
Output Digital, RS 232, IEEE, Analogue, Continuous 

Continuous, Interrogation 
Additional Sensors Pitch, Roll (optional) - Pitch, Roll 
Size height 0.21 m, diam. 0.14 m height 0.8 m, diam. 0.6 m 
Weight 13 kg 120kg 
Included Peripherals Controller Unit, Cables, None 

Moun tin_g_ bracket 

A.3 Experiment Design 

The goal of the original experiment was to determine the capability of satellite 
measurements in monitoring the vertical motion of a ship and the purpose of the heave 

sensors was to provide reference measurements. However, because of the availability of 

the two commercial brands of heave sensor, it was additionally decided to compare their 
capabilities. 
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A.3.1 Equipment Location 

The Datawell HIPPY 120b was mounted near the TSS Model320 in the forward 

lab (see Figure A.l). The forward lab, approximately 25 metres forward of the centre of 
rotation, while not the ideal location, was chosen because of the physical constraints 

imposed by the size and weight of the HIPPY 120b. Vertical motions measured by the two 

sensors therefore include a component due to rotation of the vessel about the pitch and roll 

axis. 

A.3.2 Data Collection 

Data logging from both heave sensors took place on a single IBM compatible 

computer connected via standard cabling and connectors. Data collection from the HIPPY 

120b required an analog to digital conversion board in the computer, whereas the TSS 

Model 320 used a standard RS 232 serial communications port. 

The logging program, written in the BASIC programming language, used a 1 pulse 

per second signal to trigger a data collection loop from both the TSS Model 320 heave 
sensors and the analog to digital conversion board. Time tagging of the data was 

accomplished using the computer clock. The data was stored in American Standard Code 

for Information Interchange (ASCII) format on a 20+20 megabyte floppy disk drive. 

The experiment was expected to start on June 13, 1988 and end the morning of 

June 28, 1988. The first three days of that period the ship was delayed in port and so no 
observations were recorded. During the next 11 days the only problems encountered with 
recording heave observations occurred with the analog to digital conversion board which 

would sometimes stop operating for no apparent reason. When this problem occurred, it 
was a simple matter of restarting the data logging program. Typical duration of an 

observing session was 4 hours per day and a typical session file size was 2 megabytes. 
Approximately 22 megabytes of heave data were collected over the 11 days of operation. 

A.4 Investigation of Results 

The data investigated were the observations from two consecutive days of logging 

heave. During the first day, day 174, the winds were moderate and the swell was smooth. 
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The ship responded to the swell with average vertical motions of± 0.5 m and average pitch 

rotation of± 1°. Heave conditions during this day were characterized by the regularity of 
the seas encountered. Day 175 on the other hand, exhibited a marked increase in the size 
and irregularity of the seas. The magnitude of both the swell and the pitch rotation doubled 

and the motions experienced were more complicated than the motions on the previous day. 

The data sets chosen for analysis are subsets of the data recorded for the particular 

day. The data set from day 175 was selected because of the extreme motions encountered 

during that period, whereas the data set from day 174 was chosen randomly to represent 
the smooth and moderate vertical motion experienced. The data sets used were 35 minutes 

in duration and contain 2000 data points from each sensor. Due to the more ext:J;eme -

motions encountered on day 17 5, the TSS Model 320 experienced some difficulties in 

measuring the vertical heave. Approximately 20% of the data from the TSS Mcxlel 320 

over the 35 minute period were internally flagged as being unreliable. These pericxls of 

unreliable data spanned between 10 and 20 seconds and were scattered throughout the 

entire data set. The TSS Model320 data set from day 175 was "cleaned" by deleting those 

data points flagged as unreliable. 

Various analyses were performed with the data sets including simple differencing, 

power spectrum analysis, and cross correlation. To determine the character of the 

unreliable TSS Model320 observations from day 175, the differencing was performed 
using both the original data set and the "cleaned" data set from the TSS Mcxlel 320. 

However, for the spectrum density and correlation analysis, only the original TSS Model 

320 data set for day 175 was used in order not to further complicate the analysis. The 

results from these analyses were plotted and are included in the appendix. 

A.4.1 Differences 

The recorded heave from both the HIPPY 120b and the TSS Model320 heave 
sensors for days 174, 175 (see Figures A.2a, A.2b, A.3a and A.3b) were differenced and 

the residuals inspected (see Figures A.4a, A.4b and A.5 ). Some statistics determined 
from the residual data set are summarized in Table A.4.1. 
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Table A.4.1 - Statistics from Residual Signals 

STATISTIC DAY 174 DAY 175 (original) DAY 175 (cleaned) 
Average Heave ±0.5m ± 1.5 m ± 1.5 m 
(approx) 
Dominant Period 7 sec 9 sec 9 sec 
(approx) 

Differenced Mean 2.7cm 1.9 em 2.9cm 

Differenced Std Dev. 4.8cm 20.7 em 15.5 em 

Largest Differences 0.3 m 1.5 m -0.7 m 

Inspection of the residual series plot for day 175 (uncleaned) shows a number of 

large spikes representing large discrepancies due to abnormal operation of the TSS Model 

320. When such abnormal operation occurs in the TSS Model 320, the heave signal is 

characterized by an upward "hump" in the data [fechnical Survey Services Ltd.]. This 
observation can be verified by inspecting the output from the TSS Model 320 for day 17 5 

(see Figure A.3b). However, even eliminating the data resulting from the abnormal 

periods of operation, the largest peak to peak difference is still as much as 1.2 m (see 

Figure A.5) 

Visual inspection also indicates that the differenced signal is 1800 phase shifted 

from the original signals. A 180° phase shift can result if, over the balance of the time 

series, the amplitude of the second signal is larger than the first signal. This then means 

that _the scale factor of the TS S Model 320 is larger than the scale factor for the HIPPY 

120b and therefore the TSS Mode1320 consistently registers a greater heave signal than 

the HIPPY 120b sensor. To illustrate this conclusion consider the difference c between 

two simple_periodic signals a and b: 

a = Asin(wt) , b = Bsin(wt) , c = (A-B)sin(wt) (A.l) 

where: 

w angular frequency 

t time 

A,B amplitude 

B >A> 0 and for simplicity B-A=l 
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Therefore the difference c is: 

c = - sin(wt) = sin(wt+x) (A.2) 

where 1t represents a phase shift of the signal by 180°. The existence of a 180° phase shift 

between the residual signal and either of the original signals was further tested using 

correlation analysis (see section A.4.3). 

A.4.1.3 Error Analysis 

Each heave sensor publishes an error statistic which is a percentage of the measured 

value. To investigate if the residuals found from differencing are within the specifications 
given, the given error values of 10% for the TSS Model 320 and 3.5% for the HIPPY 

120b were used to predict the differences between the two heave sensors based on the 
amplitude of the motion experienced. Taking the absolute value of the heave signal and 

applying error propagation for combining the error for the TSS Model 320 and the HIPPY 
120b, the average predicted error is compared against the average of the absolute value of 

the residuals. 

where: 

n the number of observations 

percentage error specified for the TSS Model 320 

percentage error specified for the HIPPY 120b 

TSS Model 320 heave measurement at epoch i 

HIPPY 120b heave measurement at epoch i 

(A.3) 

Using equation A.3, it was found that the average predicted error is consistently 

less than the average o~the absolute value of the residual indicating that either the published 
error for the sensors is optimistic or the sensors are being affected by external errors not 

being accounted for. The results of this investigation are summarized in Table A.4.2. 

Appendix A- Graduate Seminar Paper II, SE 6910 Page 113 



Table A.4.2 - Error Investigation 

DAY Predicted Average Error Actual Average Residual 
from Eqn. A.3 from (Hippy- TSS 1) 

Day 174 2.1 em 5.1 em 
Day 175 (cleaned) 3.5cm 15.2cm 

A.4.2 Power Spectrum Analysis 

Using visual examination, it was found that each time series, including the residual 
time series, has an apparent dominant frequency.- However, to more. precisely determine 

both the dominant frequencies and any other frequency components not readily visible, 

power spectrum density analysis was performed. The significant frequencies that make up 

the signals are of interest in determining if either instrument is inserting a periodicity into 

the measured heave. One technique for estimating the power spectrum density P(fk) is by 
summing the results Ck of a fast Fourier transformation . Specifically the relationship is: 

where: 

1 2 
P(O) = P(fo) = 2 1 C0 I 

N 

elements of Fourier transform of data set ( complex ) 

number of data points· 

sampling interval 

nyquist frequency 

N 
k = 0, 1, ... ,2 

[Press et al., 1987] 

(A.4) 

(A.5) 

(A.6) 

To reduce the variance of the power estimate, the power spectrum results are 

summed in groups of K and binned into M+ 1 frequency bins where: N=2MK. Thus the 
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variance factor of the power spectrum result can be reduced by a factor of 1/ K 1/2 
[Press et al., 1987]. For the purposes of this investigation, N=2048, K=8, and M= 128. 

Each plot was visually inspected to determine which frequencies contain significant 
power (see Figures A.6a, A.6b, A.7a, A.7b, A.8a and A.8b). From this, conclusions 

have been drawn as to the source of the spectral power in the residual time series. It was 
expected that day 17 4 and day 17 5 would show different spectral characteristics. The 

significant results from the power spectrum density analysis have been summarized in 

Table A.4.3. 

Table A.4.3 - Power Spectrum Density Summary 

DAY 174 DAY 175 
DATA SET Period (sec) Magnitude Period (sec) Magnitude 

HIPPY 120b 6.7 380 8.5 770 
HEAVE SIGNAL 6.5 340 9.5 550 

DCComp 50 26.0 15 

TSS Model320 6.7 425 8.5 950 
HEAVE SIGNAL 6.5 375 9.5 670 

80.0 10 77.0 60 

RESIDUAL HEAVE DCComp 62 8.5 14 
SIGNAL 15 15 9.5 16 

20 41 26.0 28 
77.0 61 

A.4.3 Cross Correlation Analysis 

Cross correlation analysis was applied to the data set to determine if there exists a 
phase lag between the signals from the two heave sensors and to investigate earlier 
suspicions of a 180° phase shift between the residual series and either of the original series. 
The correlation between two time series will be large if the first time series is a close 
representation of the second time series but lags or leads it in time by 't. The mathematical 

expression for correlation of a periodic discrete time series with period N as a function of 't 

is: 

N-1 

Corr (g,h)'t= LgHIJlk 
k=O (A.7) 
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[Press, et al, 1987]. 

A cross correlation between the data sets from the HIPPY 120b and the TSS Model 

320 was performed for both day 174 and day 175. The plot of the results shows a 

maximum positive peak at zero lag indicating that there is no phase discrepancy between 

either sensor (see Figures A.9a & A.9b). It is also apparent from the successive high 

negative and positive correlation peaks at lags consisting of a multiple of the dominant 

period, that successive waves are highly correlated, with that correlation decreasing in time. 

A cross correlation was also performed between the residual data set and the TSS 

Model320 signal for day 175. The correlation plot indicates the Il)aximum correlation -is 

negative and occurs at a time lag of 1 second (see Figures A. lOa & A.10b). This is further 
confmnation that the differenced signal is phase shifted by almost 180° from the original 

TSS Model320 signal. 

A.S Conclusion 

The residuals from the differencing the measurements of both heave sensors over 

the two day period indicates that, as the magnitude of motion increases, the magnitude of 

the residuals also increases. The differences can reach magnitudes greater than half the 
magnitudes of the actual motion. This suggests that the two heave sensors are responding 

differently to the forcing motion of the vessel. During day 175 the residuals indicated 

anomalous behavior of one of the heave sensors. This anomalous behavior was traced to 

the operation of the TSS Model 320 during more extreme motions and while the data 

during that period is not reliable, the condition was correctly flagged in the output In 

general, the vertical motion experienced by the TSS Model320 during day 175 was not 

outside of the specified range. However, the problem may be related to the short period 

bandwidth selected for that day. The short bandwidth is between 1 and 8 seconds~ 

whereas the dominant period for day 175 was between 8.5 and 9.5 seconds. 

Power spectrum density plots of the data series from the two heave sensors and the 
residual series, indicated that there is significant power in the lower frequencies. As both 
heave sensors should filter any low frequency signals, the plots suggest that the heave 

sensors are contaminating the measurements. From the power spectrum density plots it 

appears that, during periods of large motion, the TSS Model320 introduces the majority of 

the low frequency power. A possible cause of the low frequency power is the frequent 

periods of unreliable data. However, the effect is dominant at a period of 77 seconds 

which does not appear to correspond to the occurrences of the periods of unreliable data. 
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During the period of lesser motion that was experienced on day 174, the HIPPY 120b 

introduced a dominant offset into the measurements. This offset appears to be a constant 

that is associated with the HIPPY 120b and falls within the specifications given for the 

sensor. 

Correlation analysis of the two heave sensors indicated that, at the limit of the 

sampling interval, there is no phase lag between the recorded measurements from both the 

TSS Model320 and HIPPY 120b. Correlation analysis between the residual data set and 

one of the original data sets does confirm that there exists a 180° phase shift This phase 

shift indicates that there is a scale difference between the two sensors and more specifically 

the TSS Model320 measurements are larger in magnitude that measurements from the 

HIPPY 120b of the same heave motion. A contribution to this scale difference is the 

placement of the TSS Model 320 two metres forward of the HIPPY 120b causing the TSS 

Model 320 to register a greater vertical motion due to pitch rotation than the HIPPY 120b 

does. However, the pitch of the vessel does not account for all of the residual signal, 

suggesting that there does exist a component of the scale difference which is internal to the 

two sensors. 

The results presented indicate that the HIPPY 120b was reliable over a larger 

dynamic range than the TSS Model 320. However, during low dynamics, and even 

though. the agreement between the two sensors is excellent, the HIPPY 120b introduced an 

anomalous vertical offset in the order of 3 ems. During high dynamics, the agreement is 

not as good and seems to include a low frequency effect that can be attributed to the 

internal operations of the TSS Model320, rather than external accelerations. In both cases, 

the differences between the two heave signals are greater than those predicted using the 

given specifications. 

In short, it appears that the TSS Model 320 heave sensor is more appropriate for 

low dynamic operations due to its greater sensitivity, whereas the HIPPY 120b heave 

sensor operates better in a high dynamic situation. Finally, these results are based on 

sensors located well forward of and above the centre of gravity of the vessel and therefore 

subject to accelerations other than pure heave. These accelerations may introduce errors 

into the measured heave that the manufacturers never intended the sensor to accommodate. 
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A. Diagrams 

Diagrams and Plots of Analyses results 

(Figure A~l -Figure A.lO) 
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Figure A.l - Equipment Location 
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