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#### Abstract

The present report contains description of some statistical terms associated with the accuracy of a position fix in navigation. It summarizes the principal results of a series of statistical studies related to error distributions and accuracy measures in navigation.


The material breaks up into four main parts. The first part provides an introduction to the problems associated with and the need for statistical data analysis in navigation. The second section is devoted to error distributions. The distributions considered include the Normal. the Exponential, the two-parameter Gamma, the Double Exponential, the Compound and Composite distributions, the Rayleigh etc. Sections 2.1 to 2.9 introduce a few definitions of probability density functions, while the last section presents the applications of these distributions to navigational problems. The third part brings in an exposition of the various accuracy measures which characterize uncertainty in navigation. These measures include the ellipsoids, the ellipses, the radial errors and some of the onedimensional accuracy measures: Finally, the report concludes, with some suggestions for the future.

The purpose of this presentation is to collect, under one cover, most of the essential aspects of the available literature devoted to error distributions and accuracy measures in navigation.
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## 1. INTRODUCTION

The determination of position fix alwas raises the questions of how much data of given accuracy will be required, what computational approach should be used and how much reliance may be placed upon the results. As any process that involves measurement can not be made without error, uncertainty of navigation $f i x$ is normally expressed in terms of quantities which are subject to probabilistic fluctuations. Therefore, practically useful answers to the above problems may be found by the theory of statistical estimation.

Determination of coordinates of a remote point (e.g., the craft) with respect to a known or arbitrary reference system is referred to as point estimation asposed to the interval estimation concerning the accuracy of the position fix. The major concern of this paper would be the second aspect of interval estimation of navigation fixes. It should be also noted that here the term navigation implies a chronological sequense of position fixes.

Nowadays, a large class of navigators is no longer interested in a level of accuracy that would lead them generally close to their destination because of its economic importance, but in preventing groundings of very large ships (e.g.,supertankers) in narrow and congested channels or in avoiding a miss of the runway or collision with another
craft due to low visibility. The requirement for more accurate navigation has increased and it has got sharpand critical bounds. The craft must be conducted within certain limits. It does not matter if the ship is not exactly in the center of the channel or if the airplane does not land quite dead-centered on the runway, but it does when they bothexceed certain limits.

On the other hand, there is another quite large number of users for which interval estimation (the uncertainty of their position fix) plays an important role to their strict accuracy requirements. Positioning for oil exploration. drilling, pipe laying, ocean mining, 3 D-seismic surveys, preparation of charts, positioning aids to navigation . landing and take off operations etc. are some exampes of activities that require precise navigation. Though, less stringent accuracy requirements are those related to commercial and sport fishing, to the enforcement of national resource boundaries (law of the sea). and to offshore and continental navigation.

Trying to express accuracy in navigation systems gave rise to the analysis of error distributions in navigation. As we shall see later, extensive efforts have been directed towards this vein in an attempt to solve the problem of collision avoidance and to establish safety soparation standards (Abbot, 1965; Burgerhout,1973; Hsu,1981,1983; Lord and
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Overton, 1971; Lord, 1973; Rabone, 1971; Reich,1966). However. these analyses and consequently the accuracy measures derived from them, have been formulated in atatic way, that is, they do not depend on time and space. This is so because an assessment of the accuracy of position fix faces a lot of problems in navigation. The lack of comparison of position fixes with fixed survey monuments, the difficulty in repeating an observation because of craft movement, the marking of a position at sea or in the ar space are the major problems in navigation that one usually encounters.

The importance of investigating navigation errors lies in the following points:

1. The better understanding of the errors and limitations of the measurements performed.
2. The careful planning of navigation accuracy standards.
3. The standardization of navigation accuracy measures and assurance of uniform publication of statistics (i.e., communication of information).
4. The monitoring of existing and future navigation systems for their compliance with established specifications (e.g., those proposed by Air Traffic Control (ATC). International Maritime Organization (IMO). International Civil Aviation Organization(ICAO), etc.)
5. The need to specify the proportion of position errors which are in excess of a threshold (critical) value so as to ensure safety.
6. The establishment of formal procedures for the evaluation, testing and design of navigation systems.
7. The need for simplified algorithms describing accuracy measures for practical use.

## 2. ERROR DISTRIBUTIONS IN NAVIGATION

To express accuracy of observations. we have to make some assumptions about the pattern of the distribution of errors in the form of a single compact mathematical model, that is the law of errors or the distribution function of er This is so because there is direct relationship between the order of magnitude of the error and the frequency (distribution) with which an error of this order occurs in a large collection of results. Moreover. a discusssion on the error distributions in navigation will follow.

At this stage, an introduction to few definitions of probability density functions seems necessary as a means of c!arifying the discussion to follow.

A continuous random variable $X$ (e.g.. the value of position error in onedimension) will be said to have a uniform distribution, if its density probability function is given by:

$$
\left.\begin{array}{rl}
f(x ; a, b) & =\frac{1}{b-a}
\end{array} \begin{array}{l}
\text { for } \leqslant x \leqslant b  \tag{2.1}\\
\\
\end{array} \quad 0 \quad \text { elsewhere. }\right]
$$

The frequency curve consists of rectangle on the range ( $a, b$ ) as base and of height $\frac{1}{b-a}$. In this distribution all values of the variate $X$ from to $b$ are equally frequent (likely to happen).
Properties. The mean is $m=\frac{b+a}{2}$ and the variance $\frac{(b-a)^{2}}{12}$.
2.2 NORMAL (GAUSSIAN) DISTRIBUIION.

A random varaible $X$ is said to be normally distributed and denoted as $N\left(m, \sigma^{2}\right)$, if its probability density function is of the form:

$$
\begin{equation*}
f\left(x ; m, \sigma^{2}\right)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \quad \exp \left\{-\frac{(x-m)^{2}}{2 \sigma^{2}}\right\} \tag{2.2}
\end{equation*}
$$

where

- $\sigma$ is the standard deviation
- m is the mean value.

The parameter $h=\frac{1}{\sigma \sqrt{2}}$ is sometimes called the precision modulus.



Figure 2.1: The Rectangular and Normal Distributions.

The Normal distribution has a unique position in probability theory. For many decades, it held a central position in statistics and it became widely and uncritically accepted as the basis of much practical work. This is because, it was found (Johnson and Kotz, 1970) that error distributions followed the Normal law more or less closely. The curve was the ideal to which most distributions should in some degree attain, and that an explanation was demanded if they did not.

Most arguments for the use of the Normal distribution are based on the following reasons:

1. Intuition and Iradition. Empirical distributions of actual errors were found by Gass and Laplace to be well approximated by the Normal distribution. It semed reasonable that errors in observation should be as likely to be positive as to be negative and should become less and less frequent as they increased in absolute magnitude. And, in fact, the empirical error distributions appered to be unimodal and symmetrical about the "true" value, on either side of which they seemed to decrease monotonically.
2. Simplicity of the distributign. This is one of the basic mathematical properties of the Normal distribution that makes it attractive. All moments and cumulants (Kendall and Buckland, 1982) derived from the Normal distribution are expressible in very simple forms and are easy to manipulate.
3. Conformity to the Centegl Limit Iheorem. This theorem gives the Normal distribution its central place in the theory of probability and in the theory of sampling. The theorem asserts that "the sum of a large number of independent random variables will be approximately Normally distributed almost regardless of their individual distributions". Therefore, any random variable which can be regarded as the sum of a large number of small. independent contributions is likely to follow the Normal law. Presumably, many factors contribute to an error of observation: variations in weather conditions, human error, facilityimprecision etc. If each such cause contributes an "elementary error" which is relatively small and independent of all others, then as the number of elementary errors approaches infinity, the distribution of errors in observation approaches the Normal distribution.
4. Use as an aproximetion. We should emphasize that the Normal distribution is almost always used as an approximation. The chaos of unpredictable elementary errors seems easier to handle, if we assume the Normal distribution as the error law. Additionally, a known but complicated distribution can be replaced by a Normal distribution (e.g.. simple mathematical function) which supplies almost the same characteris-
tics, for example having the same mean and standard deviation (Feller,1968).

Another area of application is in statistical testing. Often not as much of the practical value of statistical tests, as because of the legance of calculation (avoidance of formidable mathematics) mathematicians and mathematical statisticians developed statistical tests presupposing Normally distributed population. Therefore, today almost all the tests and statistics (e.g.,Feller,Pearson,Student etc.) are based on the assuption of validity of Normal distribution.
2.3 STUDENI'S I DISTRIBUIIQN.

This distribution, originally due to 'Student' is given by:

$$
\begin{equation*}
f(t ; \nu)=\frac{\Gamma\left(\frac{v+1}{2}\right)}{\Gamma\left(\frac{\nu}{2}\right) \sqrt{ } \pi \cdot v}-\left\{1+\frac{t^{2}}{\nu}\right\}^{-\frac{v+1}{2}} \tag{2.3}
\end{equation*}
$$

where $v$ is called the degrees of freedom. The name "Student" comes from the pseudonym of its discoverer W.S. Gosset. The gamma function $\Gamma($.$) is defined as:$

$$
\begin{equation*}
\Gamma(x)=\int_{0}^{\infty} t^{x-1} e^{-t} d t \text { for all } t>0 \tag{2.4}
\end{equation*}
$$

It interpolates the factorials in the sense that

$$
\begin{equation*}
\Gamma(n+1)=n!\quad \text { for } n=0,1,2,3, \ldots \tag{2.5}
\end{equation*}
$$

where $n$ is natural number and $0!=1$.
Integration shows that

$$
\begin{equation*}
\Gamma(t)=(t-1) \Gamma(t-1) \text {, for a }|\mid t>0 \tag{2.6}
\end{equation*}
$$

It can be seen that the distribution depends on the degrees of freedom and is unimodal and symmetrical about the origin $(t=0)$, and extends to infinity in both directions.

Properties: The mean is zero and the standard deviation is $\xrightarrow{\nu} \quad(v \geq 1)$. It is noteworthy that the distribution has $\nu-1$
no variance when $v<1$.

### 2.4 IHE TWO=PARAMETER GAMMA DISTRIBUIIQN.

A random variable $X$ that has a probability density function:

$$
\begin{align*}
g(x ; \alpha, \beta) & =\frac{1}{\beta^{2} \Gamma(\alpha)}
\end{aligned} \begin{aligned}
& x^{\alpha-1} e^{-x / \beta} 0<x<\infty  \tag{2.7}\\
&=0
\end{align*} \quad \text { elsewhere } \quad l
$$

is said to have a gama distribution with parameters a and B. The special case for which $\alpha=1$ represents the exponential density function.
Properties: The mean and variance of $X$ are $\alpha \beta$ and $\alpha \beta^{2}$ respectively.
2.5 IHE DQUBLE EXPQNENTIAL DISTRIBUTION (QR GUMBEL).

If $\lambda$ and $\theta$ are constants, then random variable $X$ is said to have a Double Exponentigl Distribution (two-sided exponential), when its frequency is given by:

$$
\begin{equation*}
f(x ; \lambda, \theta)=\frac{1}{2 \lambda} \exp \left(-\frac{|x-\theta|}{\lambda}\right), \lambda>0 . \tag{2.8}
\end{equation*}
$$



Figure 2.2: The Student and Gamma distributions.


Figure 2.3: The Rayleigh distribution.

This distribution is also known as the first laglagian Law of Errors in contradiction to the Normal distribution known as the segond Laplacian Law of Errors. It should be noted that if the variance of a Normal variate is distributed in accordance with an exponential distribution, then the resulting compound distribution (see section 7) is the Double Exponential (Hsu, 1979a).
Properties: The mean value of $X$ is $\theta$ and the variance $2 \lambda^{2}$.
2.6 RAYLEIGH DISIRIBUIION.

Consider the square root of the sum of the squares of $v$ variates each Normally distributed with zero mean and standard deviation $\sigma$, that is:

$$
\begin{equation*}
x=\sqrt{x_{1}^{2}+x_{2}^{2}+\ldots+x_{v}^{2}} \tag{2.9}
\end{equation*}
$$

where $x_{i}(i=1, v)$ is Normally distributed with $N\left(0, \sigma^{2}\right)$. In other words, consider the square root of a chi-square distribution with $\quad v$ degrees of freedom. This probability density function is given (Johnson and Kotz, 1970) as:

$$
\begin{equation*}
f_{X_{\nu}}(r)=\left[2^{\frac{\nu}{2}-1} \Gamma\left(\frac{\nu}{2}\right)\right]^{-1} r^{\nu-1} \exp \left(\frac{-r^{2}}{2}\right), r \geq 0 . \tag{2.10}
\end{equation*}
$$

In the case where $V=2$, this distribution of the radial errors is sometimes called the Rayleigh distribution (also called the Cirgylar Normal Distribution) with probability function:

$$
\begin{equation*}
f_{x_{2}}(r)=r \cdot \exp \left(-\frac{r^{2}}{2}\right) ; r=\sqrt{x_{1}^{2}+x_{2}^{2}} \geq 0 \tag{2.11}
\end{equation*}
$$

Therefore, if the rectangular deviations $X_{1}$ and $X_{2}$ of a shot from the center of a target are independent and Normal with $N\left(0, \sigma^{2}\right)$, the distance $r=\sqrt{x_{1}^{2}+x_{2}^{2}}$ from the center will have a Rayleigh distribution.
Properties. The mean value is $E(r)=\sqrt{\frac{\pi}{2}} \sigma$ and the variance (2- $\frac{\pi}{2}$ ) $\sigma^{2}$, where $\sigma^{2}$ is the variance of the two independent Normal random variables $x_{1}$ and $x_{2}$

It should be also mentioned that the square root of a chi square distribution with three degrees of fresdom constitutes another important special case which is called Maxwell distribution.
2.7 COMPOUND DISTRIBUTIONS.

Let a probability density function of a continuous random varible $X, f(x ; \theta)$, depend on parameter $\theta$, which also has a frequency distribution $h(\theta)$. The distribution obtained by summing over the parameter $\theta$ is said to be compound (Kendall and Buckland, 1982). In mathematical terms that means:

 random variable having a Normal distribution $f\left(x ; 0 ; \sigma^{2}\right)$ (mean value is zero), while the corresponding variance ( $\sigma^{2}$ ) follows an Exponential distribution of the form (Hsu, 1979b):

$$
\begin{equation*}
h\left(\sigma^{2}\right)=\frac{1}{2 \lambda^{2}} \exp \left(-\frac{\sigma^{2}}{2 \lambda^{2}}\right), 0<\sigma^{2}<\infty, \lambda>0 \tag{2.13}
\end{equation*}
$$

Then, the resultant compound distribution would be:

$$
\begin{align*}
p\left(x ; \sigma^{2}\right) & =\int_{0}^{\infty} f\left(x ; 0, \sigma^{2}\right) h\left(\sigma^{2}\right) d \sigma^{2}= \\
& =\frac{1}{2 \lambda^{2} \sqrt{ } 2 \pi} \int_{0}^{\infty} \frac{1}{\sigma} \exp \left[-\left(\frac{x^{2}}{2 \sigma^{2}}+\frac{\sigma^{2}}{2 \lambda^{2}}\right)\right] d \sigma^{2} \tag{2.14}
\end{align*}
$$

An illustration of the distribution of the standard deviation $h^{*}(\sigma),\left(h^{*}(\sigma)=2 \sigma \cdot h\left(\sigma^{2}\right)\right)$, is given in Figure (2.4).

It has been proved by Hsu(1979b), that this compound distribution is nothing else but $\operatorname{Doghle~Expgentigl~with~zero~}$ mean, that is:

$$
\begin{equation*}
\mathrm{p}\left(\mathrm{x} ; \sigma^{2}\right)=\mathrm{f}(\mathrm{x} ; \lambda, 0)=\frac{1}{2 \lambda} \exp \left\{-\frac{|\mathrm{x}|}{\lambda}\right\}, \lambda>0 \tag{2.15}
\end{equation*}
$$

Another example of a complicated model for the standard deviation is suggested by Burgerhout(1973). This distribution is shown in Figure 2.5 and is derived from armal distribution with mean $m_{\sigma}$ and standard deviation $\sigma_{\sigma}$ by adding the left shaded part of the left quadrant to the right quandrant. This compound distribution deduced from the above assumptions will be given as:

$$
\begin{equation*}
\mathrm{p}\left(\mathrm{x} ; \mathrm{m}_{\sigma}, \sigma_{\sigma}\right)=\int_{0}^{\infty} \mathrm{f}(\mathrm{x} ; 0) \mathrm{h}\left(\sigma ; \mathrm{m}_{\sigma}, \sigma_{\sigma}\right) \mathrm{d} \sigma \tag{2.16}
\end{equation*}
$$

The mean and standard deviation of $X$ which underlies $p\left(x ; m_{\sigma}, \sigma_{\sigma}\right)$ are summarized in Burgerhout (1973) as follows:

$$
\mu=\text { mean }=0 \text {, standard deviation }=\sqrt{m_{\sigma}^{2}+\sigma_{\sigma}^{2}}
$$

Finally, if the function $h(\theta)$ is atep function with steps at $\theta_{1}, \theta_{2}, \ldots, \theta_{k}$, then the eq. (2.12) reduces to:
$P_{m}(x)=\varepsilon_{I} f_{1}\left(x ; \theta_{1}\right)+\ldots+\varepsilon_{k} f_{k}\left(x ; \theta_{k}\right)=\sum_{i=1}^{k} \varepsilon_{i} f_{i}\left(x ; \theta_{i}\right)$
where the coefficients $\varepsilon_{i} \quad$ are mixing proportions ( $\varepsilon_{i} \geq 0$ ) assigned to every function $f_{i}\left(x ; \theta_{i}\right)$ that sum up to one:
$\sum_{i=1}^{k} \varepsilon_{i}=1$.

This process of obtaining a discrete weighted average of a group of distribution functions is sometimes termed (Johnson and Kotz,1970) mixture of distributions. To simulate the effect of mild outliers in an experiment, we can try to approximate the er $\begin{gathered}\text { distribution by } m i x t u r e ~ o f ~ t w o ~ d i s-~\end{gathered}$ tributions. The first one will describe the "ordinary" data without clear outliers, while the other will indicate the contamination due to outliers. This idea of contamination was originally considered by Tukey (1960). It can be implemented by assigning a fraction $\varepsilon$ of contamination of the same error distribution but with larger standard deviation.

For example, if $f\left(t ; v_{1}, s_{1}\right)$ and $f\left(t ; \nu_{1}, s_{1}\right)$ are two Student's t distributions, then:
$P_{m}(t)=(1-\varepsilon) f\left(t ; \nu_{1}, s_{1}\right)+\varepsilon f\left(t ; v_{2}, s_{2}\right)\left(s_{1} \leq s_{2}\right)$
represents mixture of two Student's distributions called the Double $\underline{t}$ distrigution. A mixture of two Double Exponentials is defined as the Double Double Exponential distribu-


Figure 2.4: The Probability of the Standard Deviation $h^{*}(\sigma)$ for $\lambda=1$ (after Hsu,1979b).


Figure 2.5: Construction of the Standard Deviation Distribution Derived by Burgerhout(1973).
tion. More details on the mixtures of distribution can be found in Hsu(1979,a,b) and Hsu(1980).

### 2.8 COMPQSITE DISTRIBUIIONS.

This sort of conception is sometimes useful in fitting curves to observed data. A density distribution function (e.g., Normal) may fit the data quite well in a certain range of a variate, while another type of distribution may fit to the remainder region. There are two notions involved in the above concept: censoring and truncation (Johnson and Kotz, 1970; Kendall and Buckland,1982). In some cases, the number of observations greater than fixed value (for example $x_{0}$ ) may be known but practical considerations impose the use of only values of $x$ less than $x_{0}$. This kind of agrement to ignore observed values is called censoring. whereas the omission of values greater than the fixed value $x_{o}$, because of measuring limitations of the instruments, is termed tryncation. A kind of composite distribution is the Normex Distribution (Rabone,1971; Lord,1973). This is a combination of the Normal and the Exponential. The Normal distribution describes the central part of data (e.g., near the mean) while the tails are represented by an exponential function. (see Figure 2.7).


Figure 2.6 : Truncation and Censoring


Figure 2.7: The Normex Distribution


Figure 2.8: The Sinusoid Distribution
2.9 SINUSOID DISTRIBUTION.

This distribution has a-shaped hollow density probability function and it is defined as (Bendat and Piersol, 1971):

$$
\left.\begin{array}{rl}
f(x ; a) & =\frac{1}{\pi \sqrt{a^{2}-x^{2}}}
\end{array} \begin{array}{l}
\text { for }|x|<a  \tag{2.20}\\
\\
\end{array} \quad 0 \quad \text { for }|x| \geq a \quad\right]
$$

It arises when a reading from (navigation) system oscillates about a mean value.

Other models for error distributions applied to position errors in navigation have been suggested by Marchand (1964) and Hiraiwa(1978).
2.10 DISTRIBUIION USED IN NAVIGAIIQNAL PRACIICE 2.10.1 Normal

From our discussion on the Normal distribution, it sems likely that position errors in navigation would not depart from the general rule (i.e., the Normal law). Historically, however, position errors in navigation appear to follow a rather different course.

Navigational errors of careful observations made under uniform circumstances might be well described by armal distribution (Anderson and Ellis.1971: Parker, 1972). With the additional complications of non uniform conditions, such
as different weather, varying navigational procedures and skills, different sets of instruments and geometrical configuration, one should expect longer=tailed distributions (Anderson,1965; Abbott,1965; Hsu,1979a,b,1980; Parker, 1972,1981).

It was found at an earlier date that error distributions in navigation can not be described accurately by the Normal distribution (Anderson, 1965). Later, as several thousands of data were accumulated (Burgerhout, 1973; Hsu, 1979a,b), even though one should expect these data to be prime examples of the Normal law of errors, are mildly but definitely longertailed. It became apparent that the Normal distribution was no more usual than any other type. In fact, rather the reverse, so that the occurance of Normal distribution is to be regarded as something abnormal in navigation. The belief in the validity of the Normal law in the theory of navigational errors seems to die.

There are two observations, given by J.B. Parker in his comments on Andersons, paper (1965), as an explanation to the unsuitability of the Normal distribution:
"I believe, (Parker), there are two main reasons for this:

1. The data include small proportion of non-random facts (e.g., blunders)
2. The data really come from two or more sources; even if these were separately Gaussian, there is no reason why the data taken together need be."

A plethora of research papers have been published to investigate the error distributions that arise in practice. At this stage, let us review some of the distributions which have been suggested in previous articles.

### 2.10.2 Exponential

In the first place, a more appropriate model for describing large navigational errors (tails in a distribution) seemed to be the Exponential distribution. This was sugggested by E.W.Anderson (1965), who arrived at his conclusion using astronomical observations and Doppler shifts. The general tendency of navigational errors to form an exponential function was also noticed by Abbott(1965). Crossley (1966), Lloyd(1966). Parker(1972). Anderson(1976). Hsu(1979a,b) etc.

It is worth mentioning that in navigation emphasis should be given to the occurance of large errors (far-tail region) since this is of paramount importance to collision risk. The more pesimistic you are the safer your system will be. Hence, the key to making useful estimates of the degree of safety lies in the treatment given to the "tails" of probability distributions.

### 2.10 .3

In an attempt to justify the deficiencies of the Normal model, especially when many instruments andor observers of different accuracies are involved. Anderson and Ellis (1971) proposed another error model. This was constructed by assuming that position errors have an underlying Normal distribution whose standard deviation ( $\sigma$ ) changes and which is approximated by a two-parameter family:

$$
\begin{equation*}
h(\sigma)=\frac{2}{\Gamma(\alpha) \beta^{\alpha}} \frac{1}{\sigma^{2 \alpha+1}} \exp \left(-\frac{1}{\beta \sigma^{2}}\right) \tag{2.21}
\end{equation*}
$$

where $\alpha$ and $\beta$ must be positive numbers and $\beta$ is a saling factor.

The deduced composite distribution is nothing else but a Pearson Type VII distribution (Johnson and Kotz,1970, Vol.2. pp.13):
$P(x ; \alpha, \beta)=\frac{\Gamma\left(\alpha+\frac{1}{2}\right)}{\Gamma(\alpha)} \sqrt{\left(\frac{\beta}{2 \pi}\right)}\left(1+\frac{\beta}{2} x^{2}\right)^{-\left(\alpha+\frac{1}{2}\right)} \quad$.

It can be seen that if $\beta=\frac{1}{\alpha} \quad$ this distribution becomes the well-known Student's t distribution with $2 \alpha$. degrees of freedom. On the other hand,it is worth mentioning that this model should be considered with caution since it requires further verification using empirical data (Anderson and El1is.1971)

In addition to the above two-parameter family of distribution (eq.2.21). Parker (1972) considered the two-parameter Gamma frequency for the distribution of the standard deviation:
$h(\sigma)=\frac{2 \beta^{\alpha}}{\Gamma(\alpha)} \sigma^{2 \alpha-1} \exp \left(-\beta \sigma^{2}\right) \quad$.

### 2.10.4 Compound Distributions

The involvement of several pilots, various arcraft, different instruments, etc. has as conseqence variation in the overall standard deviation (Parker.1972). In an attempt to accomodate these variations to model. Burgerhout (1973) reccmmended the special compound distribution already described in section 7 of compound distributions. The data used for this statistical analysis consisted of the lateral and vertical deviations of the actual fight paths from the desired ones. The data collection was performed by radar using 2400 instrument landing approaches. For a detailed description of the experiment and the derivation of the compound distribution see Burgerhout (1973).

### 2.10.5 Double Exponentiq1

The representation of position errors by a Double Exponential distribution (or first Laplace: or two-sided exponential) was first pointed out by Reich(1965) and later by Anderson and Ellis(1971).

### 2.10.6 Double Double Exponentigl


#### Abstract

Hsu(1979b,1980) queried the use of single error model and stressed the need for employing mixture of error distributions, such as the Double Double Exponential and the Double Student's t distribution. In that respect, navigational errors are divided into two groups of contaminated (i.e., including blunders and/or members from different distributions) and of "ordinary" data. A statistical anlysis (Hsu, 1979b, 1980) of several thousand data (7582 observations of aircraft lateral deviations) validated the idea of contamination (sometimes called dichotomy). Figure 2.9 depicts the observed position error distribution and the fitted distribution curves. It is noteworthy that the Double Double Exponential model fits observational data quite well.


2.10.7 Rayleigh

If errors are equal in two orthogonal directions (e.g.. in latitute and longitude) and are Normally distributed, then one should expect that the radial errors follow a Rayleigh distribution. This is not the case in navigational practice. This happens because navigational data are almost always heterogeneous (Anderson and Ellis.1971). In 1978 a cruise in the Eastern Arctic showed that LORAN-C ranges verify the above conception of heterogeneity (Livingstone and Falconer, 1980). According to Romanowski (Romanowski, 1979) the term "heterogeneity" simply states that :


Figure 2.9

Observed position-error distribution and fitted distribution curves using 7582 observations of aircraft lateral deviations. (Hsu,1980).

```
a certain set of measurements is an assemblage of
loosely connected partial results or a collection
of measurements made in differnt conditions, at
different times and by different observers. It may
also mean that an operation had been disturbed by
a major accident (e.g., break down).
```

2.10.8 Sinusoid

Another distribution that has appeared in navigation is the Sinusoid. In mid-1981, a LORAN-C data collection and analysis program in the St. Lawrenceriver has indicated that an admissible distribution for the across-track errors is the Sinusoid frequency (Slagle and Wenzel.1982). This distribution seemed more suitable, particularly at the extremes of variation.

### 2.10.9 Other Distribution Models


#### Abstract

Lord and Overton(1971) and Rabone(1971) examined the incorporation of series of analytic functions, such as numerical. Normex and rectangular distributions, to allow for the synthesis of the overall errors in navigation and the construction of simulation program. Ihe numerical distribution consists of polynomial fit of fifth to seventh degree to the observational data. Ihe Norgex distribution resembles the Normal near the mean but exhibits higher values near the teils (exponential fit). Finally, the rectangular distribution was used for the simulation of blunders which have the same occurence at any error magnitude. For a com-


plete description of the simulation program see Rabone(1971).

Modelling of one-dimensional position errors as a function of time has been investigated by O.D. Anderson(1976). He considered position errors as random variables $X_{t}$ whose distribution is Normal with zero mean but whose standard deviation increases with time (e.g., since the last fix), that is

$$
\begin{equation*}
x_{t} \sim N\left(0, \sigma^{2} t^{2}\right) \tag{2.24}
\end{equation*}
$$

where $N\left(0, \sigma^{2} t^{2}\right)$ is Normal with zero mean and variance $\sigma^{2} t^{2}$

In a recent paper. Kuebler and Sommers (1982) have summarized the accuracy of position fixes in terms of amulative distribution for most existing navigational systems (Omega, Transit, Integrated Transit/Omega, NAVSTAR, LORAN-C, Decca). They also pointed out that operational data from mainly sea trials follow a Weibull distribution (Johnson and Kotz,1970).

### 2.11 WHAT IO DO IN PRACIICE?

Given all these error distributions, there still remains the problem of what to do in practice. Should we rewrite the whole theory of position errors based on another distribution, such as the Double Exponential or should we still remain faithful to our familiar and simple model of the Normal
distribution? A simple answer to the above was attempted by
J.B. Parker(1972):

For the general purposes, $I$ (Parker) would favour replacing the Gaussian distribution, where it is patently inadequate, not by multi-parameter family of distributions, however elegant, but by an open mind. Let the data speak for themselves, rather than subject them to atwo-parametern strait-jacket."

Another hint was given by E.W. Anderson in his comments on Hsu's paper (1979a), who recommended the Double Exponential as opposed to the Normal:

No doubt simple rules of this sort (he means the Double Exponential) are dangerous, but perhaps not more dangerous than no rules at all. Perhaps Professor Hsu or some other expert will be prepared to open his mouth, and not flinch from the danger of putting his foot in it.

It seems appropriate that a general theory for the treatment of position errors in navigation is due. Along these lines, some suggestions are given in the last section of "conclusions and future trends".

## 3. ACCURACY MEASURES


#### Abstract

Various accuracy measures have been attempted to characterize uncertainty in navigation. We shall refer to those ones which are most frequently used.


In most accuracy measures in current use, the estimating procedures are based on the assumption of Normality. In all of these investigations the Normal law comes to act as a veritable Frocrustean bed to which all possible measurements and parameters should be made to fit. This is not surprising. Despite the preceding discussion on error distributions in navigation, it appears that the Normal law never introduces something that conflicts with the truth and its appearance in the description of navigational interval estimation has always the effect of approval and assurance. Be that as it may be. Accordingly, we are bringing it back into use as a natural assumption.

### 3.1 HYPERELLIPSQIDS, ELLIPSOIDS AND ELLIPSES.

Let us consider a group $\left\{\hat{x}_{i}, i=1, u\right\}$ of possibly related random variables that represent an estimate of a location parameter (for example, the three coordinates of point):

$$
\begin{equation*}
\underline{\hat{x}}=\left(\hat{x}_{1}, \hat{x}_{2}, \ldots, \hat{x}_{u}\right)^{T} \tag{3.1}
\end{equation*}
$$

where the superscript ( ${ }^{\wedge}$ ) denotes estimator, the underbar vecior and the superscript ( $T$ ) the transpose.

Let us suppose that this random variable has an underlying multivariate Normal distribution with mean mand covariance matrix $C$ (Johnson and Wichern, 1982):

$$
\begin{equation*}
f(\underline{\hat{x}} ; \underline{m}, C)=\frac{1}{(2 \pi)^{u / 2}|C|^{-1}} \exp \left\{-\frac{1}{2}\left(\underline{\hat{x}}-\underline{m}^{T} C^{-1}(\underline{\hat{x}}-\underline{m})\right\}\right. \tag{3.2}
\end{equation*}
$$

where $|C|$ denotes the determinant of $C$ and the superscript -1 denotes the inverse. It should be noted that the mean value $\underline{m}$ is a u-dimensional vector:

$$
\begin{equation*}
\underline{m}=\left[m_{1}, m_{2}, \ldots, m_{u}\right]^{T} \tag{3.3}
\end{equation*}
$$

such that $m_{i}=E\left|x_{i}\right|$ and the covariance matrix $C$ is defined in terms of the outer-product as follows:

$$
\begin{align*}
C & =E\left[(\underline{\hat{x}}-\underline{m})(\underline{\hat{x}}-\underline{m})^{T}\right]=E\left[\underline{\left.\hat{\hat{x}} \cdot \hat{\mathrm{x}}^{T}\right]-\underline{m} \cdot \underline{m}^{T}}\right. \\
& =\left\{\sigma_{i j}\right\} ; i=1, u \text { and } j=1, u \tag{3.4}
\end{align*}
$$

such that $\sigma_{i j}=E\left[\left(\hat{x}_{i}-m_{i}\right)\left(\hat{x}_{j}-m_{j}\right)\right]$
This covariance matrix is a symetric positive definitematrix and therefore it has $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{u}$ positive real eigenvalues (Johnson and Wichern, 1982).

We wish to construct simultaneous confidence intervals (or contours of equal probability) based on the joint distribution $f(\underline{\hat{i}} ; \underline{m}, C)$ of $\underline{\hat{x}}$. One popular solution in defining confidence intervals is to define such a region as to include points with probability exceeding some positive cons-


$$
\underline{m}=\underline{0} \quad \text { and } \mathrm{u}=2
$$

Figure 3.1: The Bivariate Normal Density Function
tant value fand to exclude the tails of the distribution where the density is below f. This is illustrated in the following Figure(3.1) when $u=2$ and $m=0$.

Therefore,

$$
\begin{equation*}
\mathrm{f}(\underline{\hat{x}} ; \underline{m}, \mathrm{C}) \geqslant \mathrm{f}_{\mathrm{C}}=\text { constant } \tag{3.5}
\end{equation*}
$$

which equivalently means that the exponent is

$$
\begin{equation*}
Q(\underline{\hat{x}})=(\underline{\hat{x}}-\underline{m})^{T} C^{-1}(\underline{\hat{x}}-\underline{m}) \leq \text { constant }=k . \tag{3.6}
\end{equation*}
$$

As we will see later, in the u-dimensional space the paths of $\underline{\hat{x}}$. which satisfy eq. (3.6) specify contours of constant probability density and generate family of hyperellipsoids; in two dimensions the curve of an ellipse; in three dimensions the surface of an ellipsoid.

For symmetric matrices such as the covariance matrix $C$, a direct expansion known as spectral decomposition (Johnson and Wichern, 1982) is defined as:

$$
\begin{equation*}
C=\lambda_{1}\left(e_{1} e_{1}^{T}\right)+\ldots+\lambda_{u}\left(e_{u} \cdot e_{u}^{T}\right) \tag{3.7}
\end{equation*}
$$

where $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{u}$ are the eigenvalues of $C$ and $e_{1}, \underline{e}_{2}, \ldots$. en $_{\text {u }}$ are the associated normalized eigenvectors. Thus

$$
\underline{e}_{i}^{T} \underline{e}_{j}= \begin{cases}1 & \text { for } i=j=1,2, \ldots, u  \tag{3.8}\\ 0 & \text { for } i \neq j\end{cases}
$$

Example. In a three dimensional position fix determination. the coordinates

$$
\begin{equation*}
\underline{\hat{x}}=\left[\hat{x}_{1}, \hat{x}_{2}, \hat{x}_{3}\right]^{T} \tag{3.9}
\end{equation*}
$$

were determined (e.g., using least squares) along with their covariance matrix:

$$
C=\left[\begin{array}{ccc}
25 & 30 & -10 \\
30 & 40 & -6 \\
-10 & -6 & 17
\end{array}\right]
$$

The characteristic equation (Johnson and Wichern.1982) gives:

$$
\begin{equation*}
|C-\lambda I|=\lambda^{3}-82 \lambda^{2}+1096 \lambda-400=0, \tag{3.10}
\end{equation*}
$$

which has the following roots:

$$
\begin{aligned}
& \lambda_{1}=65.86108 \\
& \lambda_{2}=15.75339 \\
& \lambda_{3}=0.38553
\end{aligned}
$$

The normalized eigenvectors can be evaluated as:
${\underset{-}{e}}_{1}=\left[\begin{array}{r}0.61170 \\ 0.76030 \\ -0.21855\end{array}\right], \hat{e}_{2}=\left[\begin{array}{r}-0.08659 \\ 0.33896 \\ 0.93681\end{array}\right], \hat{e}_{3}=\left[\begin{array}{c}0.78634 \\ -0.55412 \\ 0.27318\end{array}\right]$
It can be easily seen that:

$$
\begin{equation*}
C=\lambda_{1}\left(e_{1} e_{1}^{T}\right)+\lambda_{1}\left(e_{2} e_{2}^{T}\right)+\lambda_{3}\left(e_{3} e_{3}^{T}\right) \tag{3.11}
\end{equation*}
$$

Let $E$ be an orthogonal matrix whose columns are the normalized eigenvectors, that is:
if

$$
\begin{equation*}
E=\left[e_{1} \vdots e_{2} \vdots \cdots \vdots e_{u}\right] \tag{3.12}
\end{equation*}
$$

then

$$
\begin{equation*}
c=\sum_{i=1}^{u} \lambda_{i}\left(\underline{e}_{i}{\underset{e}{e}}_{T}^{T}\right)=E \Lambda E^{T} \tag{3.13}
\end{equation*}
$$

where $E E^{T} \equiv E^{T} E=I$ (orthogonal transformation) and $\Lambda$ is a diagonal matrix:

$$
\Lambda=\left[\begin{array}{cccc}
\lambda_{1} & 0 & \cdots & 0  \tag{3.14}\\
0 & \lambda_{2} & \cdots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \cdots & \lambda_{u}
\end{array}\right]
$$

Let us consider the transformation:

$$
\begin{equation*}
\underline{y}=E^{T}(\underline{\hat{x}}-\underline{m}) \quad \text { or } \quad(\underline{\hat{\hat{x}}}-\underline{m})=\mathrm{E} \cdot \underline{\mathrm{y}} \tag{3.15}
\end{equation*}
$$

The quadratic form $Q(x)$ then becomes:

$$
\begin{align*}
Q(\underline{\hat{x}}) & =(\underline{\hat{\mathbf{x}}}-\underline{m})^{T} C^{-1}(\underline{\hat{x}}-\underline{m})=(E \cdot \underline{y})^{T} C^{-1}(E \cdot \underline{y})=\underline{\underline{y}}^{T}\left(E^{T} C^{-1} E\right) \underline{y}= \\
& =\underline{y}^{T} \Lambda^{-1} \underline{y}=\underline{y}^{T}\left[\operatorname{diag}\left(\frac{1}{\lambda_{i}}\right)\right] \underline{y}= \\
& =\frac{y_{1}^{2}}{\lambda_{1}}+\frac{y_{2}^{2}}{\lambda_{2}}+\ldots+\frac{y_{u}^{2}}{\lambda_{u}} . \tag{3.16}
\end{align*}
$$

The equation:

$$
\begin{align*}
Q(\underline{\hat{\hat{x}}}) & =(\underline{\hat{\hat{x}}}-\underline{m})^{T} C^{-1}(\underline{\hat{x}}-\underline{m})=Q(\underline{\hat{y}})= \\
& =\frac{y_{1}^{2}}{\lambda_{1}}+\frac{y_{2}^{2}}{\lambda_{2}}+\ldots+\frac{y_{u}^{2}}{\lambda_{u}}=k \tag{3.17}
\end{align*}
$$

defines a family of hyperellipsoids generated by varying the constant $k$. This family of hyperellipsoids is centered at $E[\underline{X}]=\underline{m}$. For a three dimensional solution $(u=3)$ family of ellipsoids is formed which is illustrated in Figure (3.2).

In the new coordinate system, $y_{1}, y_{2} \ldots, y_{u}$ are independent Normal variates lying in the direction of the eigenvec-
 rections of maximum variability with semi-axes of the hyperellipsoid equal to:

$$
\begin{equation*}
r_{1}=\sqrt{\lambda_{1} k} ; \quad r_{2}=\sqrt{\lambda_{2} k} ; \ldots ; \quad r_{u}=\sqrt{\lambda_{u} k} . \tag{3.18}
\end{equation*}
$$

The volume of this u-dimensional hyperellipsoid is given by:

$$
\begin{equation*}
\text { volume }=V=\frac{\pi^{u / 2}}{\Gamma\left(\frac{u}{2}+1\right)} \prod_{i=1}^{u} r_{i} \tag{3.19}
\end{equation*}
$$

Since we are only rotating the coordinate system (orthogonal transformation), we are not affecting distances. Then the variability in the data defined as:

$$
\begin{equation*}
\operatorname{var}\left(\hat{x}_{1}\right)+\ldots+\operatorname{var}\left(\hat{x}_{u}\right)=\sum_{i=1}^{u} \operatorname{var}\left(\hat{x}_{i}\right)=\sum_{i=1}^{u} \sigma_{i}^{2}, \tag{3.20}
\end{equation*}
$$

remains unchanged.
Hence,

$$
\begin{align*}
\sum_{i=1}^{u} \operatorname{var}\left(\hat{x}_{i}\right) & =\operatorname{trace}(C)=\operatorname{trace}\left(E E^{T} C\right)= \\
& =\operatorname{trace}\left(E^{T} E C\right)=\operatorname{trace}(\Lambda)=  \tag{3.21}\\
& =\lambda_{1}+\lambda_{2}+\ldots+\lambda_{u}=\sum_{i=1}^{u} \operatorname{var}\left(y_{i}\right) .
\end{align*}
$$



Figure 3.2 Ellipsoid of Constant Probability (u=3).

In other words, the trace of the covariance matrix $C$ is equal to the sum of its eigenvalues:

$$
\begin{equation*}
\operatorname{trace}(\mathrm{C})=\lambda_{1}+\lambda_{2}+\ldots+\lambda_{u} . \tag{3.22}
\end{equation*}
$$

The probability that $x$ lies inside the surface of the hyperellipsoid is:

$$
\begin{align*}
& \operatorname{Pr}\left[\underline{\hat{\hat{x}}} \text { such that } Q(\underline{\hat{\hat{x}}})=(\underline{\hat{\hat{x}}}-\underline{m})^{T} C^{-1}(\underline{\hat{\hat{x}}}-\underline{m}) \leq \mathrm{k}\right]=F(\mathrm{k})= \\
& =\iint_{Q(\underline{\hat{\hat{x}}})} \ldots \iint_{\mathrm{k}} \mathrm{f}(\underline{\hat{\hat{x}}} ; \underline{m}, \mathrm{c}) \mathrm{d} \hat{\mathrm{x}}_{1} \ldots \mathrm{~d} \hat{\mathrm{x}}_{\mathrm{u}}= \\
& =\iint_{Q(\underline{y})} \ldots \int_{k} f(\underline{y} ; \underline{0}, \Lambda)|J| d y_{1} \ldots d y_{u}=  \tag{3.23}\\
& =\iint_{Q(\underline{y})} \ldots \int \frac{1}{x} \frac{1}{(2 \pi)^{u / 2}|\Lambda|^{-1}} \exp \left(-\frac{1}{2} \underline{y}^{T} \Lambda^{-1} \underline{y}\right) d y_{1} \ldots d y_{u}= \\
& =\iint_{Q(\underline{y}) \leq} \ldots \int_{k} \frac{1}{(2 \pi)^{u / 2} \sqrt{\lambda_{1} \cdots \lambda_{u}}} \exp \left(-\frac{1}{2} \underline{y}^{T} \Lambda^{-1} \underline{y}\right) d y_{1} \ldots d y_{u},
\end{align*}
$$

where |J| is the determinant of the jacobian transformation:

$$
\begin{equation*}
|J|=\left|\frac{\partial \underline{\hat{x}}}{\partial \underline{y}}\right|=\mid I \text { (identity matrix) } \mid=1 . \tag{3.24}
\end{equation*}
$$

Moreover, if we apply the transformation:

$$
\begin{equation*}
z_{i}=\frac{y_{i}}{\sqrt{\lambda_{i}}}, \quad i=1, u \tag{3.25}
\end{equation*}
$$

the new variates $Z_{i}$ are Normally distributed with zero mean and identity covariance matrix (I). Accordingly, the probability of being located within the hyperellipsoid becomes: $F(k)=\operatorname{Pr}\left[\underline{\hat{x}}: Q(\underline{\hat{x}})=(\underline{\hat{x}}-\underline{m})^{T} C^{-1}(\underline{\hat{x}}-\underline{m}) \leq k\right]=$ $=\iint_{Q(\underline{y})} \ldots \int \frac{1}{\mathrm{k}^{(2 \pi)^{u / 2} \sqrt{\lambda_{1} \cdots \lambda_{u}}}} \exp \left(-\frac{1}{2} \underline{y}^{\mathrm{T}} \Lambda^{-1} \underline{y}\right) d y_{1} \ldots d y_{u}=$ $=\iint \ldots \int \frac{1}{Q(\underline{z})} \leqslant \mathrm{k} \frac{1}{(2 \pi)^{u / 2}} \exp \left(-\frac{1}{2} \underline{z}^{T} \underline{z}\right) d z_{1} \ldots d z_{u} \quad$,
where the determinant of the jacobian of the above transformation is:

$$
\begin{equation*}
\left|\frac{d \underline{y}}{d \underline{z}}\right|=\sqrt{\lambda_{1} \lambda_{2} \cdots \lambda_{u}}=\sqrt{|\Lambda|}=\sqrt{|c|} \tag{3.27}
\end{equation*}
$$

and the region of integration of the new quadratic form becomes

$$
\begin{equation*}
Q(\underline{z})=z_{1}^{2}+z_{2}^{2}+\ldots+z_{u}^{2} \leq k \tag{3.28}
\end{equation*}
$$

It can be easily seen that since $z_{1}$ are standardized Normal variates the distribution of the quadratic form $Q(\underline{z})=z^{T} \underline{z}$ (sum of the squares of standardized Normal variates) follows a chi-square distribution with u degrees of freedom.

Therefore, the hyperellipsoid of $x$ values satisfying:

$$
\begin{equation*}
(\underline{\hat{x}}-\underline{m})^{T} C^{-1}(\underline{\hat{x}}-\underline{m}) \leq X_{u}^{2}(\alpha) \tag{3.29}
\end{equation*}
$$

$\left(X_{u}^{2}(\alpha)\right.$ : When the covariance matrix $C$ is unknown, then the Fischer's distribution should be used. In other words, $\chi_{u}^{2}(\alpha)$ should be replaced byuF ( $\alpha$; $u, d f$ ), where $d f=$ number of redundant observations.)
has probability $1-\alpha$

Example: Using the data of the previous example for the eigenvalues, the three dimensional ellipsoid (u=3) will be obtained as follows: If the desired significance level $\alpha$ is, say $5 \%$, then the $1-\alpha=1-0.05=95 \%$ confidence ellipsoid is defined by:

$$
\begin{equation*}
\frac{y_{1}^{2}}{\lambda_{1}}+\frac{y_{2}^{2}}{\lambda_{2}}+\frac{y_{3}^{2}}{\lambda_{3}} \leq x_{3}^{2}(\alpha)=x_{3}^{2}(0.05)=7.81 \tag{3.30}
\end{equation*}
$$

with semi-8xes:

$$
\begin{align*}
& r_{1}=\sqrt{k \lambda_{1}}=\sqrt{x_{3}^{2}(\alpha) \lambda_{1}}=\sqrt{7.81 \times 65.86}=22.68 \mathrm{~m} \\
& r_{2}=\sqrt{k \lambda_{2}}=\sqrt{x_{3}^{2}(\alpha) \lambda_{2}}=\sqrt{7.81 \times 15.75}=11.09 \mathrm{~m} \\
& r_{3}=\sqrt{k \lambda_{3}}=\sqrt{x_{3}^{2}(\alpha) \lambda_{3}}=\sqrt{7.81 \times 0.38}=1.73 \mathrm{~m} \tag{3.31}
\end{align*}
$$

In the two dimensional case, the confidence ellipse is defined by:

$$
\begin{equation*}
\frac{\mathrm{y}_{1}^{2}}{\lambda_{1}}+\frac{\mathrm{y}_{2}^{2}}{\lambda_{2}} \leq x_{2}^{2}(\alpha) \tag{3.32}
\end{equation*}
$$

For a certain significance level $\alpha$, the semi-major and the semi-minor axes of the ( $1-\alpha$ ) confidence ellipse can be obtained by:

$$
\left.\begin{array}{l}
r_{1}=\text { semi-major }=\sqrt{\mathrm{k} \lambda_{1}}=\sqrt{\chi_{2}^{2}(\alpha) \lambda_{1}}  \tag{3.33}\\
r_{2}=\text { semi-minor }=\sqrt{\mathrm{k} \lambda_{2}}=\sqrt{\chi_{2}^{2}(\alpha) \lambda_{2}} \quad \sim
\end{array}\right]
$$

In this particular case, the covariance matrix $C$ is given as:

$$
\mathrm{c}=\left[\begin{array}{cc}
\sigma_{1}^{2} & \sigma_{12}  \tag{3.34}\\
\sigma_{12} & \sigma_{2}^{2}
\end{array}\right]
$$

and the corresponding eigenvalues (Vanicek and Krakiwsky,1982):

$$
\begin{align*}
& \lambda_{1}=\frac{1}{2}\left[\sigma_{1}^{2}+\sigma_{2}^{2}+\sqrt{\left(\sigma_{1}^{2}-\sigma_{2}^{2}\right)^{2}+4 \sigma_{12}^{2}}\right] \\
& \lambda_{2}=\frac{1}{2}\left[\sigma_{1}^{2}+\sigma_{2}^{2}-\sqrt{\left(\sigma_{1}^{2}-\sigma_{2}^{2}\right)^{2}+4 \sigma_{12}^{2}}\right] \tag{3.35}
\end{align*}
$$

The rotated ellipse (see Figure 3.3), in the uncorrelated system $\left(y_{1}, y_{2}\right)$, is obtained by applying the following transformation:

$$
\begin{equation*}
\underline{y}=E^{T}(\underline{\hat{x}}-\underline{m}), \tag{3.36}
\end{equation*}
$$

where $E$ is a rotation matrix (orthogonal):

$$
E=\left[\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{3.37}\\
\sin \theta & \cos \theta
\end{array}\right]
$$



Figure 3.3: Confidence Ellipse (u=2)

The rotation angle $\theta$ (theta) is given (Vanicek and Krakiwsky,1982):

$$
\begin{equation*}
\theta=\frac{1}{2} \tan ^{-1}\left(\frac{2 \sigma_{12}}{\sigma_{1}^{2}-\sigma_{2}^{2}}\right) ;-\frac{\pi}{4} \leq \theta \leq \frac{\pi}{4} \tag{3.38}
\end{equation*}
$$

Figure (3.4) shows an ellipse centered at ( $m_{1}, m_{2}$ ) with unequal eigenvalues ( $\lambda_{1} \geqslant \lambda_{2}$ ). The next Figure (3.5) depicts a trivial case of a circular confidence region, where the eigenvalues of the covariance matrix $C$ are equal ( $\lambda_{1}=\lambda_{2}$ ) Both regions, though, encompass a certain probability that can be evaluated by:

$$
\begin{equation*}
F(k)=\operatorname{pr}\left[\left(\hat{x}_{1}, \hat{x}_{2}\right):(\underline{\hat{x}}-\underline{m})^{T} C^{-1}(\underline{\hat{x}}-\underline{m}) \leq k\right] \tag{3.39}
\end{equation*}
$$

Table (1) and (2) give values of $k=\sqrt{X_{u}^{2}(\alpha)}$ by which the square roots of the eigenvalues ( $\lambda_{i}, i=1,2, \ldots, u$ ) for atandard ellipsoid or ellipse ( $k=1$ ) should be multiplied to obtain different confidence regions (e.g.. 99\%, 95\%, 50\% etc.).

As previously mentioned, the volume of the u-dimensional hyperellipsoid is given by:

$$
\begin{equation*}
v=\frac{\pi^{u / 2}}{\Gamma\left(\frac{u}{2}+1\right)} \prod_{i \neq 1}^{u} r_{i} \tag{3.40}
\end{equation*}
$$

Therefore, the volume of a hypersphere with radius $\rho$ equal to:

$$
\begin{equation*}
\rho=\sqrt{z_{1}^{2}+z_{2}^{2}+\ldots+z_{u}^{2}}=\sqrt{k} \tag{3.41}
\end{equation*}
$$



Figure 3.4: Confidence Ellipse With Unequal Eigenvalues.


Figure 3.5: Confidence Ellipse With Equal Eigenvalues.

| Multiple of a Standard <br> Error Ellipsoid <br> Parameters | Probability of a Fix <br> Being Within the <br> Derived Error Ellipsoid |
| :---: | :---: |
| $\left(\sqrt{k}=\sqrt{\chi_{3}^{2}(\alpha)}\right)$ | (percent) ( $1-\alpha$ ) |
| $\begin{aligned} & 3.58 \\ & 3.37 \\ & 3.06 \\ & 2.79 \\ & 2.50 \\ & 1.54 \\ & 0.76 \\ & 0.59 \\ & 0.33 \end{aligned}$ <br> Probability of | $\begin{array}{r} 99.5 \\ 99.0 \\ 97.5 \\ 95.0 \\ 90.0 \\ 50.0 \\ 10.0 \\ 5.0 \\ 1.0 \end{array}$ <br> Error Ellipsoids |


| Multiple of a Standard Error Ellipse Parameters | Probability of a Fix Being Within the Derived Error Ellipse |
| :---: | :---: |
| $\left\{\sqrt{\mathrm{k}}=\sqrt{\chi_{2}^{2}(\alpha)}=\sqrt{-2 \ln (\alpha)}\right\}$ | (percent) ( $1-\alpha$ ) |
| $\begin{aligned} & 3.256 \\ & 3.035 \\ & 2.717 \\ & 2.447 \\ & 2.147 \\ & 1.178 \\ & 0.458 \\ & 0.316 \\ & 0.141 \end{aligned}$ <br> Probability of | $\begin{array}{r} 99.5 \\ 99.0 \\ 97.5 \\ 95.0 \\ 90.0 \\ 50.0 \\ 10.0 \\ 5.0 \\ 1.0 \end{array}$ <br> Error Ellipses |

will be evaluated as (Torrieri.1984):

$$
\begin{equation*}
V(\rho)=\frac{\pi^{u / 2} \rho^{u}}{\Gamma\left(\frac{u}{2}+1\right)} \tag{3.42}
\end{equation*}
$$

The probability of being located within e region of constant radius $\rho$ given by eq(3.26) can be expressed as:

$$
\begin{align*}
& F(k)=\operatorname{Pr}\left[\left(z_{1}, z_{2}, \ldots, z_{u}\right): \rho=\sqrt{z_{1}^{2}+z_{2}^{2}+\ldots+z_{u}^{2}} \leq \sqrt{k}\right]= \\
&=\frac{1}{(2 \pi)^{u / 2}} \iint_{Q(\underline{(z)} \leq} \ldots \int_{k} \exp \left[-\frac{1}{2}\left(z_{1}^{2}+\ldots+z_{u}^{2}\right)\right] d z_{1} \ldots d z_{u}= \\
&=\frac{1}{(2 \pi)^{u / 2}} \int_{0}^{\sqrt{k}} \exp \left[-\frac{1}{2} \rho^{2}\right] d v= \\
&=\frac{1}{(2 \pi)^{u / 2}} \int_{0}^{\sqrt{k}} \exp \left(-\frac{1}{2} \rho^{2}\right)\left(\frac{u \pi}{u / 2} \rho^{u-1}\right. \\
& r\left(\frac{u}{2}+1\right)  \tag{3.43}\\
&=\frac{u}{2^{u / 2} \Gamma\left(\frac{u}{2}+1\right)} \int_{\rho}^{\sqrt{k}} \rho^{u-1} \exp \left(-\frac{1}{2} \rho^{2}\right) d \rho .
\end{align*}
$$

It should be noted that the above integral for $u=1$ (one-dimensional) $u=2$ (two-dimensional) and $u=3$ (three-dimensional) can be evaluated as follows (Torrieri. 1984):

$$
u=1: F(k)=\operatorname{erf}\left(\sqrt{\frac{k}{2}}\right)
$$

$$
u=2: F(k)=1-\exp \left(\frac{-k}{2}\right)
$$

$$
\begin{equation*}
\mathrm{u}=3 \quad: \quad \mathrm{F}(\mathrm{k})=\operatorname{erf}\left(\sqrt{\frac{k}{2}}\right)-\sqrt{\frac{2 \mathrm{k}}{\pi}} \exp \left(\frac{-\mathrm{k}}{2}\right) \tag{3.44}
\end{equation*}
$$

where the erf( ) represents the error function associated with the Normal curve and is defined by:

$$
\begin{equation*}
\operatorname{erfx}=\frac{2}{\sqrt{\pi}} \int_{0}^{x} \exp \left(-t^{2}\right) d t \tag{3.45}
\end{equation*}
$$

or equivalently

$$
\int_{0}^{t} f(x ; 0,1) d x=\frac{1}{2} \operatorname{erf}\left(\frac{t}{\sqrt{2}}\right) .
$$

The function $f(x ; 0,1)$ represents the Normal probability density function with zero mean and unit variance.

### 3.2 RADIAL ERRORS

Instead of using ellipsoids and ellipses, it is often convenient to use spheres and circles with particular probability confidence levels. This concept of spherical or circular probability confidence levels originated actually from military applications in bombing (Laurent. 1957; Edmundson, 1961; Harter.1960; Zacks and Solomon, 1975; Olsen, 1977). There the main interest is to calculate the probability of damage or impact to a target (you are either on or off the target). The same notion is applicable to navigation (Hiraiwa, 1967; 1980). Navigators have been interested in the probability of being located within a region of constant radius. In the following section we will deal with the radial errors as a measure of variability in sampling.


Figure 3.6: Radial Error in the Three-dimensional Case.

A measure of considerable importance in navigation is the radius of aphere (or circle) $R_{p}$ centered at the mean $\underline{m}=\left(m_{1}, m_{2}, \ldots, m_{n}\right)$ and which sphere contains a given proportion $p$ of the distribution under consideration (in our case Normal). We, therefore, wish to find the probability that the distance for an unbiased estimator:

$$
\begin{equation*}
\varepsilon_{r}=\sqrt{\left(\hat{x}_{1}-x_{1}\right)^{2}+\ldots+\left(\hat{x}_{u}-x_{u}\right)^{2}} \tag{3.46}
\end{equation*}
$$

will be less than or equal to chosen value $R_{p}$. The above defined quantity ( $\varepsilon_{r}$ ) is called the radial error. The different moments of this error, such as the mean $E\left|\varepsilon_{r}\right|$ and the variance Varle $\varepsilon_{r}$, have been examined by Scheuer (1962), Edmundson (1961) and Childs et al. (1978) , while its distribution has been studied by Weil(1954).

For a three dimensional case $(u=3)$, the problem is depicted geometrically in Figure (3.6). In this figure, the point $\left(m_{1}, m_{2}, m_{3}\right)=\left(E\left[x_{1}\right], E\left[x_{2}\right], E\left[x_{3}\right]\right)$ is the expected value of some location parameter $\underline{x}=\left(x_{1}, x_{2}, x_{3}\right)$, while $\underline{\hat{x}}=\left(\hat{x}_{1}, \hat{x}_{2}, \hat{x}_{3}\right)$ represents the position coordinates of particular estimate.
 that is:

$$
\begin{equation*}
E\left[\hat{x}_{i}\right]=m_{i}=x_{i} \quad ; \quad i=1,2, \ldots, u \tag{3.47}
\end{equation*}
$$

then the radial error is defined as:

$$
\begin{equation*}
\varepsilon_{r}=\sqrt{\left(\hat{x}_{1}-m_{1}\right)^{2}+\ldots+\left(\hat{x}_{u}-m_{u}\right)^{2}} \tag{3.48}
\end{equation*}
$$

The probability $p=F\left(R_{p}\right)$ that a point $\hat{\underline{x}}=\left(\hat{x}_{1}, \hat{x}_{2}, \hat{x}_{3}\right)$, taken at random, will fall within a hyperspherical surface whose center is at $\left(m_{1}, m_{2}, \ldots, m_{u}\right)$ can be ovaluated as:

$$
\begin{align*}
p=F\left(R_{p}\right)= & \iint \ldots \int f(\underline{\hat{x}} ; \underline{m}, C) d \hat{x}_{1} \ldots d \hat{x}_{u} \\
& \varepsilon_{r} \leq R_{p} \tag{3.49}
\end{align*}
$$

where the region of integration is:

$$
\begin{equation*}
\varepsilon_{r}=\sqrt{\left(\hat{x}_{1}-m_{1}\right)^{2}+\ldots+\left(\hat{x}_{u}-m_{u}\right)^{2}} \leq R_{p} \tag{3.50}
\end{equation*}
$$

Under Normality, the above statement (eq. 3.49) can be witten :

$$
\begin{align*}
& p=F\left(R_{p}\right)= \iint \ldots \int \frac{1}{(2 \pi)^{u / 2}|C|^{-1}} \exp \left[-\frac{1}{2}(\underline{\hat{x}}-\underline{m})^{T} C^{-1}(\underline{\hat{x}}-m)\right] d \hat{x}_{1} \ldots d \hat{x}_{u}  \tag{3.51}\\
& \varepsilon_{r} \leq R_{p}
\end{align*}
$$

If we diagonalize the covariance matrix $C$ (translate and rotate the coordinates) we obtain:

$$
p=F\left(R_{p}\right)=\iint_{\varepsilon_{r} \leq R_{p}} \ldots \frac{1}{(2 \pi)^{u / 2} \sqrt{\lambda_{1} \cdots \lambda_{u}}} \exp \left\{-\frac{1}{2} \underline{y}^{T} \Lambda^{-1} \underline{y}^{\underline{y}}\right\} d_{1} \ldots d y_{u}
$$

-where $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{u}$ are the igenvalues of the covariance matrix
$-y_{i}, i=1, u$ are Normal uncorrelated variates with variances:

$$
\begin{equation*}
\operatorname{var}\left(y_{i}\right)=\lambda_{i}, i=1,2, \ldots, u \tag{3.53}
\end{equation*}
$$

-and $\Lambda$ is a diagonal matrix whose diagonal contains the eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{u}$ of the covariance matrix $C$.

Equivalently, equation (3.52) can be written:

$$
p=F\left(R_{p}\right)=\frac{1}{(2 \pi)^{u / 2} \sqrt{ } \lambda_{1} \cdots \lambda_{u} \varepsilon_{r} \leq R_{p}} \iint \ldots \exp \left[-\frac{1}{2}\left(\frac{y_{1}^{2}}{\lambda_{1}}+\ldots+\frac{y_{u}^{2}}{\lambda_{u}}\right)\right] d y_{1} \ldots d y_{u}
$$

The region of integration, based on eq(3.50) and on the orthogonal transformation :

$$
\begin{equation*}
(\underline{\hat{\mathrm{x}}}-\underline{m})=E \cdot \underline{\mathrm{y}} \tag{3.55}
\end{equation*}
$$

becomes

$$
\begin{gathered}
\sqrt{\left(\hat{x}_{1}-m_{1}\right)^{2}+\ldots+\left(\hat{x}_{u}-m_{u}\right)^{2}}=\sqrt{(\underline{\hat{x}}-\underline{m})^{T}(\underline{\hat{x}}-\underline{m})}=\sqrt{(E \cdot \underline{y})^{T}(E \cdot \underline{y})}= \\
=\sqrt{\underline{Y}^{T}\left(E^{T} E\right) \underline{y}}=\sqrt{\underline{Y} \underline{Y}^{T} I \underline{y}}=\sqrt{y_{1}^{2}+\ldots+y_{u}^{2}} \leq R_{p}
\end{gathered}
$$

### 3.2.1 Radial Probable Error

A common probability level used, for most navigation work (Burt et al.,1966; Johnson et al..1969), is that of 50 percent, for which our position ( $\underline{\hat{x}}$ ) will fall inside a hypersphere (sphere for $u=3$ and circle for $u=2$ ). This kind of deduced radius is called radigl probable erger ( $\underline{R}_{p e}$ ) and it is defined as follows:

$$
\begin{equation*}
\frac{1}{2}=p=F\left(R_{p e}\right)=\int_{m_{1}-R_{p e}}^{m_{1}+R_{p e}} \ldots \int_{m_{u}-R_{p e}}^{m_{u}+R_{p e}} f(\underline{\hat{x}} ; \underline{m}, C) d \hat{x}_{1} \ldots d \hat{x}_{u} \tag{3.57}
\end{equation*}
$$

### 3.2.2 Circular and Spherical Probable Errors

The radial probable error in the two- and three-dimensional cases is, respectively, called the Cirgular Probable
 Hence, the CPE is defined as the radius of a circle which contains 50 percent of all possible fixes that can be obtained with a navigation system at any place (Burt et al., 1966) In the same way, the SPE is defined as the radius of a sphere such that 50 percent of our position estimates will fall inside the sphere (Childs et al.,1978).

Figure (3.8) illustrates the relationship of two quadratic forms. One represents the circular confidence level, whereas the other the equivalent error ellipse.

From eq. (3.57), the joint probability function $F\left(R_{p e}\right)$ for the three-dimensional case, becomes:

$$
\mathrm{p}=\mathrm{F}(\text { SPE })=\frac{1}{(2 \pi)^{3 / 2} \sqrt{\lambda_{1} \lambda_{2} \lambda_{3}}} \iint \varepsilon_{r} \leq \operatorname{SPE} \exp \left[-\frac{1}{2}\left(\frac{\mathrm{y}_{1}^{2}}{\lambda_{1}}+\frac{\mathrm{y}_{2}^{2}}{\lambda_{2}}+\frac{\mathrm{y}_{3}^{2}}{\lambda_{3}}\right)\right] d y_{1} d y_{2} d y_{3}
$$

where the region of integration is:

$$
\begin{equation*}
\varepsilon_{r}=\sqrt{y_{1}^{2}+y_{2}^{2}+y_{3}^{2}} \leq \operatorname{SPE} \tag{3.59}
\end{equation*}
$$

In the two-dimensional case, the joint probability is:

$$
\begin{equation*}
\mathrm{p}=\mathrm{F}(\mathrm{CPE})=\frac{1}{2 \pi \sqrt{\lambda_{1} \lambda_{2}}} \int_{r \leq \mathrm{CPE}} \int_{\leq} \exp \left[-\frac{1}{2}\left(\frac{\mathrm{y}_{1}^{2}}{\lambda_{1}}+\frac{\mathrm{y}_{2}^{2}}{\lambda_{2}}\right)\right] d y_{1} d y_{2} \tag{3.60}
\end{equation*}
$$

where again the region of integration is:

$$
\begin{equation*}
\varepsilon_{r}=\sqrt{y_{1}^{2}+y_{2}^{2}} \leq \mathrm{CPE} \tag{3.61}
\end{equation*}
$$

An exact solution of the above integrals can bevaluated by transforming the Cartesian coordinates into spherical or polar ones, but most of the derived expressions (Johnson, 1969; Harter.196C; Weingarten and DiDonato.1961; Gilliland,1962; Burt et al., 1966; Isley, 1980; Torrieri.1984) require numerical techniques in their evaluation. Many an exact solution has been given considering the spherical or the circular (Rayleigh) Normal distribution (Edmundson, 1961). Grad and Solomon (1955) have also investigated the general problem of the distribution of quadratic forms of the kind:

$$
\begin{equation*}
Q_{k}=\sum_{i=1}^{k} a_{i} x_{i}^{2} ; \sum_{i=1}^{k} a_{i}=1 ; a_{i}>0 \tag{3.62}
\end{equation*}
$$

for $x_{i}$ Normally and independently distributed with zero mean and unit variance. They have also provided the exact and ap-


Figure 3.7: Geometrical Depiction of the CPE Circle.


Figure 3.8: Relationship of the CPE circle and the Equivalent Error Ellipse.
proximate forms of the distribution of the above quadratic form.

Some analytical approximations to eq.(3.58) and (3.60) are also available. Grubbs(1964), using Wilson-Hilferty transformation, approximated the distribution of quadratic form for a biased estimator, (egg. $\varepsilon_{r}^{2}=\left(\hat{x}_{1}-x_{1}\right)^{2}+\ldots$ $\left.\ldots+\left(\hat{x}_{u}-x_{u}\right)^{2}\right)$, by a standard Normal variable expressed as:

$$
\begin{equation*}
z=\frac{\sqrt[3]{\frac{R_{p}^{2}}{\sigma^{2} m_{Q}}}-\left(1-\frac{\sigma_{Q}^{2}}{9 m_{Q}}\right)}{\sqrt{\frac{\sigma_{Q}^{2}}{9 m_{Q}}}} \tag{3.63}
\end{equation*}
$$

where $m_{Q}$ and $\sigma_{Q}^{2}$ are the mean and variance of the quadratic form $\left(\varepsilon_{r}^{2}\right)$ given by:

$$
\begin{equation*}
m_{Q}=E\left[\varepsilon_{r}^{2}\right]=1+\sum_{i=1}^{u} \frac{\left(m_{i}-y_{i}\right)^{2}}{\sigma^{2}} \text { and } \tag{3.64}
\end{equation*}
$$

$$
\begin{equation*}
\sigma_{Q}^{2}=\operatorname{var}\left[\varepsilon_{r}^{2}\right]=2\left\{\sum_{i=1}^{u} \frac{\sigma_{i}^{4}}{\sigma^{4}}+2 \sum_{i=1}^{u} \underset{\sigma^{2}}{\sigma_{i}^{2}}\left[\frac{m_{i}-y_{i} 2}{\sigma}\right]\right\} \tag{3.65}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma^{2}=\sigma_{1}^{2}+\ldots+\sigma_{u}^{2}=\lambda_{1}+\ldots+\lambda_{u}=\sum_{i=1}^{u} \operatorname{var}\left(y_{i}\right) \tag{3.66}
\end{equation*}
$$

To determine the approximate value for CPE or SPE, we equate eg. (3.63) to zero and solve for the radius $R_{p}$. In a such a way, we obtain the radial distance that includes 50 percent


Figure 3.9: Determination of CPE and SPE Using a Standard Normal


Figure 3.10: Results of Numerical Integration
of the points (fixes), (see also Figure 3.9). Therefore, for an unbiased estimator (egg.. $\left(b_{1}, b_{2}, b_{3}\right)=(0,0,0)$ ) the approximate values for CPE and SPE can be obtained by: For $u=2: \quad C P E \cong \sigma \sqrt{ }\left(1-\frac{\sigma_{Q}^{2}}{9 m_{Q}}\right)^{3}$
where

$$
\begin{align*}
& \sigma=\sqrt{\sigma_{1}^{2}+\sigma_{2}^{2}}=\sqrt{\lambda_{1}+\lambda_{2}}  \tag{3.67}\\
& \sigma_{Q}^{2}=2\left(\frac{\lambda_{1}^{2}+\lambda_{2}^{2}}{\sigma^{4}}\right), m_{Q}=1
\end{align*}
$$

For $u=3: \quad \operatorname{SPE} \cong \sigma \sqrt{\left(1-\frac{\sigma_{Q}^{2}}{9 m_{Q}}\right)^{3}}$
where

$$
\begin{align*}
& \sigma=\sqrt{\sigma_{1}^{2}+\sigma_{2}^{2}+\sigma_{3}^{2}}=\sqrt{\lambda_{1}+\lambda_{2}+\lambda_{3}} \\
& \sigma_{Q}^{2}=2\left(\frac{\lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{3}^{2}}{\sigma^{4}}\right), m_{Q}=1 \tag{3.68}
\end{align*}
$$

Figure (3.10) shows the results of numerical integration performed by Johnson et al. (1969). The diagram depicts the value SPE/ $\sqrt{\lambda_{1}}$ as a function of $\sqrt{\frac{\lambda_{2}}{\lambda_{1}}}$ for various $\sqrt{\frac{\lambda_{3}}{\lambda_{1}}}$
There the eigenvalues satisfy the inequality $\lambda_{1}>\lambda_{2}>\lambda_{3}$. without loss of generality. The limiting case, for which $\sqrt{\frac{\lambda_{3}}{\lambda_{1}}}=0$, provides values for the CPE. Another diagram of Figure (3.11) shows the exact and the approximate relationships of CPE/ $\sqrt{\lambda_{1}}$ with $\sqrt{\frac{\lambda_{2}}{\lambda_{1}}} \quad$ (Burt et al., 1966).

In the two -dimensional case, where $\sigma_{1}=\sigma_{2}=\sigma$ and $\sigma_{12}=0$ (circular Normal or Rayleigh distribution), it can be easily found that:


Figure 3.11: Exact and approximate forms of CPE

$$
\begin{equation*}
\mathrm{CPE}=1.178 \sigma \tag{3.69}
\end{equation*}
$$

In the more general case where $\lambda_{1} \neq \lambda_{2}$, Torrieri (1984) gives an approximation ( $10 \%$ underestimation) for the CPE and when $0.1<\sqrt{\frac{\lambda_{2}}{\lambda_{1}}}<0.3$, as:

$$
\begin{equation*}
\mathrm{CPE} \cong 0.563 \sqrt{\lambda_{1}}+0.614 \sqrt{\lambda_{2}} \tag{3.70}
\end{equation*}
$$

Other kinds of approximation can be found in the previous diagram of Figure (3.11) given by Burt et al. (1966).

### 3.2.3 Geometrical Mean Error

The approximation

$$
\begin{equation*}
\mathrm{CPE} \stackrel{\cong}{=} 1.178\left(\lambda_{1} \lambda_{2}\right)^{1 / 4}, \quad \mathrm{u}=2 \tag{3.71}
\end{equation*}
$$

defines another accuracy measure known as the geometrical Mean Error (GME). This is derived by assuming that the circle of radius GME has the same area as the 50 percent error ellipse (Childs et al..1978). On the other hand, Childs et al. (1978) give the following approximation pertinent to the three-dimensional case

$$
\begin{equation*}
\mathrm{GME} \cong 1.539\left(\lambda_{1} \lambda_{2} \lambda_{3}\right)^{1 / 6}, \quad \mathrm{u}=3 \tag{3.72}
\end{equation*}
$$



Figure 3.12: The Definition of the Geometrical Mean Error (GME).

### 3.2.4 Circles Including a Specified Probability

An approximate formula for the radii ( $R_{p}$ ) of circles which include a specified probability of a Normal bivariate distribution is given by (Oberg.1947):

$$
\begin{equation*}
R_{p}=\left(\sqrt{\lambda_{1}}+\sqrt{\lambda_{2}}\right) \sqrt{\left(\frac{1}{2}\right) \ln \left(\frac{1}{1-p}\right)} \tag{3.73}
\end{equation*}
$$

Hence, if one wants to calculate the factor with which the value of CPE should be multiplied to obtain another circle with probability, say $75 \%$, we have:

$$
\begin{equation*}
\frac{\mathrm{R}_{75}}{\mathrm{R}_{50}}=\frac{\mathrm{R}_{75}}{\mathrm{CPE}}=\frac{\left(\sqrt{\lambda_{1}}+\sqrt{\lambda_{2}}\right) \sqrt{\frac{1}{2} \ln \left(\frac{1}{1-0.75}\right)}}{\left(\sqrt{\lambda_{1}}+\sqrt{\lambda_{2}}\right) \sqrt{\frac{1}{2} \ln \left(\frac{1}{1-0.50}\right)}} \tag{3.74}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathrm{R}_{75}=1.414 \mathrm{CPE} \tag{3.75}
\end{equation*}
$$

Table (3) (Burt et al., 1966) shows the relationship between CPE and various radii of other probability circles.

It should also be mentioned that the area of the CPE circle is always greater than the area of the error ellipse of equivalent probability (Burt et al., 1966). Moreover, the CPE value is simpler than an error ellipse since it does not require three quantities ( $\lambda_{1}, \lambda_{2}, \theta$ ) as the error ellipse does to be specified. Nevertheless, it has some disadrantages (Roeber, 1982):

Multiply Value of CPE by
2.578
2.079
1.823
1.655
1.524
1.414
1.318
1.150

To Obtain the Radius of Circle of Probability

99\%
95\%
90\%
85\%
80\%
75\%
70\%
60\%

TABLE 3
Relationship of CPE and radii of other probability circles

1. It ignores the nature of the distribution of errors. All possible fixes should lie within an ellipse rather than a circle when the observations are Normally distributed.
2. It provides no information on the direction of maximum error.
3. Nothing is known about the fixes outside the circle in terms of probability and magnitude.

Haggstrom (1979) has also considered the problem of devising a sequential test of the hypotheses:

$$
\begin{equation*}
\mathrm{H}_{1}: \hat{\mathrm{CPE}}=\mathrm{CPE}_{1} \tag{3.76}
\end{equation*}
$$

versus

$$
\begin{equation*}
\mathrm{H}_{2}: \mathrm{CPE}=\mathrm{CPE}_{2} \tag{3.77}
\end{equation*}
$$

where $\mathrm{CPE}_{1}$ and $\mathrm{CPE}_{2}$ are predescribed constants with the condition

$$
\begin{equation*}
\mathrm{CPE}_{2}>\mathrm{CPE}_{1} \tag{3.78}
\end{equation*}
$$

A great amount of investigation has been carried out on the issue of the Circular Probable Error and the reader is referred to the references for an extensive reading.

### 3.2.5 The drms Error

The drms (distance root-mean-square) is defined as the square root of the sum of the squares of the semi-major and semi-minor axes of the standard error ellipse (see Figure 3.13), that is:

$$
\begin{equation*}
d_{r m s}=\sqrt{\sigma_{1}^{2}+\sigma_{2}^{2}}=\sqrt{\lambda_{1}+\lambda_{2}} \tag{3.79}
\end{equation*}
$$

The quantity drms is a rather confusingerror measure because it provides no information about the probability associated with each value of it (Burt et al., 1966).

It is noteworthy that the error figure $2 d r m s$, described in the Federal Radionavigation Plan (USDoD, 1982) as the circle containing at least gr\% of all possiblefixes, is derived by multiplying CPE by 2.5.


Figure 3.13: The drms Radial Error (drms $=\sqrt{\sigma_{1}^{2}+\sigma_{2}^{2}}=\sqrt{\lambda_{1}+\lambda_{2}}$ )
3.3 ONE DIMENSIONAL ACCURACY MEASURES

### 3.3.1 The Standard Deviation

Another simplified approach to characterize uncertainty in navigation is to treat errors in each dimension separateIy and to introduce the notion of the standard deviation (1 sigma, $\sigma$ ). The relationship between accuracy expressions and probability when the underlying distribution of errors is again Normal is shown in the following Table (4).

Accuracy
Expression
three sigma
two sigma
one sigma
Average error
Probable error

Error
Level
3 ब
$2 \sigma$
$1 \sigma$
$0.80 \sigma$
$0.67 \sigma$

Probability (percent)
99.7
95.0
68.0
58.0
50.0
TABLE 4

Other scalar accuracy expressions are: the rogt=sum= sguare error ( RSS .or $\varepsilon_{r s s}$ ) thergot=mean=sguere error (RMS, or $\varepsilon_{r m s}$ ) and the Geometric Dilution of Precision (GDOP).

### 3.3.2 Ihe Root=Sum=Sguare Error

For a u-dimensional problem, the root-sum-square error is defined by:

$$
\begin{equation*}
\varepsilon_{r s s}=\sqrt{E\left[\sum_{i=1}^{u}\left(\hat{x}_{i}-x_{i}\right)\right]}=\sqrt{\operatorname{trace}(C)+\sum_{i=1}^{u} b_{i}^{2}} \tag{3.81}
\end{equation*}
$$

or equivalently

$$
\begin{align*}
\varepsilon_{r s s} & =\sqrt{\left(\sigma_{1}^{2}+\ldots+\sigma_{u}^{2}\right)+\left(\sum_{i=1}^{u} b_{i}^{2}\right)}= \\
& =\sqrt{\left(\lambda_{1}+\lambda_{2}+\ldots+\lambda_{u}\right)+\left(\sum_{i=1}^{u} b_{i}^{2}\right)} \tag{3.82}
\end{align*}
$$

If the estimator is unbiased then $E\left[\hat{x}_{i}\right]=x_{i}$, for $i=1$, u the root-sum-square error becomes:

$$
\begin{equation*}
\varepsilon_{r s s}=\sqrt{\sigma_{1}^{2}+\sigma_{2}^{2}+\ldots+\sigma_{u}^{2}}=\sqrt{\lambda_{1}+\lambda_{2}+\ldots+\lambda_{u}} \tag{3.83}
\end{equation*}
$$

### 3.3.3 Ihe Root=Mean-Sguare Error

The root-mean-square error is defined by:

$$
\begin{equation*}
\varepsilon_{r \mathrm{mS}}=\mathrm{RMS}=\sqrt{\frac{\sigma_{1}^{2}+\ldots+\sigma_{u}^{2}}{u}}=\sqrt{\frac{\lambda_{1}+\ldots+\lambda_{u}}{u}} \tag{3.84}
\end{equation*}
$$

It is noteworthy that the word "mean" indicates division by the number of involved parameters, that is u.

### 3.3.4 The Geometric Dilution of Presision

Geometric Dilution of Precision (GDOP) is a quatity (factor) used in determining the information content due to geometry in a position fix. It provides a method to decide whether a particular geometry of reference stations (e.g.,satellites) is good or bad. The GDOP is defined as the ratio of root-sum-square position error to the root-mean-square ranging error, that is:

$$
\begin{equation*}
\text { GDOP }=\frac{\varepsilon_{r s S}(\text { position })}{\varepsilon_{r m s}(\text { range })}=\frac{\sqrt{\operatorname{trace}(C)}}{\sqrt{\frac{\sigma_{1, r}^{2}+\cdots+\sigma_{N, r}^{2}}{N}}} \tag{3.85}
\end{equation*}
$$

wheretrace $(\mathrm{C})=\sigma_{1}^{2}+\ldots+\sigma_{u}^{2} \quad=\lambda_{1}+\lambda_{2}+\ldots+\lambda_{u} \quad$ and the standard deviations $\sigma_{1, r} \sigma_{2, r}, \cdots, \sigma_{N, r}$ are the errors in the $N$ ranges with which a position $\underline{\hat{x}}=\left(\hat{x}_{1}, \hat{x}_{2}, \ldots, \hat{x}_{u}\right)$ was obtained. For a detailed account of the Dilution of Precision measures the reader is referred to Lee (1975a,b), Mertikas (1983) and Torrieri(1984).

## 4. CONCLUSIONS AND FUTURE TRENDS

There are a number of variables in nature, such as navigation errors, which can be represented as random variables. To quantify aspects of the behaviour of this kind of complex phenomena is not an easy task. One usully constructs a mathematical model of the situation and studies the properties of the model in order to obtain some insight into the behaviour of the "real" situation being modelled.

In this paper, we have gone through different error distributions and accuracy measures in current navigational use, and as we already mentioned all the preceding statistical analysis considers static random variation. This kind of variation does not depend on space (position) or time. In reality, navigational errors seem to behave in a different way. For example, LORAN-C phaselag errors introduce:

1. Distortions in a pattern varying in space and to a lesser degree
2. temporal variations (mainly seasonal) which also vary in space.

Another example is in satellite navigation. There, navigation errors can again be formulated as variations in time, because of temporal changes in satellite-user geometry, in atmospheric conditions, etc., and as variations of user's position, $\left(x_{1}, x_{2}, x_{3}\right)=\left(\phi_{2} \lambda, h\right)$, for similar reasoning. Therefore, a more dynamic approach appropriate to acience of
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motion would be the consideration of navigation errors as function of space $\underline{r}\left\{x_{1}, x_{2}, x_{3}\right\}=\underline{r}\{\phi, \lambda, h\}$ and time $\{t\}$, that is:

$$
\begin{equation*}
x\{\underline{x}, t\}=x\left\{x_{1}, x_{2}, x_{3}, t\right\}=x\{\phi, \lambda, h, t\} \tag{4.1}
\end{equation*}
$$

 ly in time and in space, research has been initiated at the University of New Brunswick (Mertikas,1984) to suggest a common language appropriate to atudy of position errors through the theory of random fields (Preston.1976; Adler,1980; Kallianpur,1983; Vanmarcke, 1983). A random field constitutes a generalization of the concept of a stochastic process (Wong, 1971) which deals with probabilistic variation as a function of aingle parater usually time. This is the theory which seeks to model complex patterns of variation where deterministic treatment is inefficient and conventional statistics inadequate. It is a process which is characterized by active and inherent uncertainty: properties at different points in space change randomly with time. A geometrical depiction of random field is shown in figure(4.1).

Another issue that has to be regarded for future research is the examination of error models. The proper selection of er ror models will certainly favour the reliable interpretation of the derived accuracy measures. Unfortunately, if one


Figure 4.1: The Geometry of a Random Field.

```
does not know the form of the distribution he may not have a
good idea of the accuracy of the system under consideration.
For example, if the accuracy of a navigation system is ex-
pressed in terms of a standard deviation, and if the distri-
bution is Normal, it will be accurate two times out of three (67\% probability). Whereas, if it is exponential it will be accurate three times out of four ( \(75 \%\) probability). Could Robust techniques (Huber, 1972), which are insensitive to deviations from Normality, or non-paramatric statistics (Fraser, 1957; Daniel,1978), where the probability function is unknown, also help in this vein? Subsequently, new research areas have been opened and, as Wing Commander E.V. Anderson mentioned "some expert will be prepared to open his mind and not flinch from the danger of putting his foot in it'.
```
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