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PREFACE

In order to make our extensive series of lecture notes more readily available, we have
scanned the old master copies and produced electronic versions in Portable Document
Format. The quality of the images varies depending on the quality of the originals. The
images have not been converted to searchable text.



MATRICES

1. Introduction

Matrix notation is a powerful mathematical shorthand.
Concepts and relationships which often otherwise become buried
under a mass of symbols and equations, can in matrix notation be
expressed with brevity and clarity, leading to greater understanding
and less preoccupation with details of notation.

The next four sections of these notes review matrix
notation and definitions; matrix addition, multiplication and trans-
position; determinants, inverse and orthogonal matrices; and partitioned
matrices. This review is brief. More thorough treatments are avail-
able in any text on matrices. Thompson [1969] is recommended
because of its applications - oriented approach. Ayres [1962] is
recommended because of its widespread availability, many solved
problems, and low cost.

The following two sections of these notes are lengthier and
cover two areas in which matrices have important applications: the
solution of linear equations and linear transformations.

The last section covers the differentiation of matrices and

Taylor's series in matrix form.



Each point in these notes is illustrated by a solved example

using matrices, usually of order 2 x 2 for simplicity.

2. Matrix Notation and Definitions

A matrix is a rectangular array of numbers which obeys
certain rules of algebra to be introduced in this and the following
three sections. The numbers making up a matrix are called the
elements of the matrix. Only matrices with real elements will be

discussed in these notes. Examples of matrices are:

3 1 4
A3 = ’
1 5 9
—
2
381 = 6 ,
5
cos B -sin 08
2ty =
sin 6 cos ©

In these notes a matrix will be denoted by a capital letter
(e.g. A). The number of rows and the number of columns will be
indicated by double subscripts (e.g. 2A3, A23 or A2,3 all indicate
that A has two rows and three columns, in which case it is said to be
of order 2 by 3 or 2 x 3). Whenever no confusion will result, the

double subscripts will be dropped.



An element of a matrix will be denoted by a lower case letter
with a double subscript which indicates at which row and column inter-

section it is located. For example

aM a2 a3
A = ’
a1 422 823
S e—

where a3 is at the intersection of row 1 and column 3.

A matrix having the same number of rows as it has columns is
called a square matrix (e.g. C, the third example above, is a square
matrix). A matrix having only one row is called a row matrix or
row vector. A matrix having only one column is called a column matrix

or column vector (e.g. B, the second example above, is a column matrix).

A square matrix having all elements zero except along the
diagonal running from top left to bottom right is called a diagonal
matrix. A diagonal matrix which has all elements equal is called a
scalar matrix. A scalar matrix which has elements equal to unity (1)

is called a unit or identity matrix, and is denoted I or E. The unit

matrix of order n x n is usually denoted In' The following are

examples of diagonal, scalar and unit matrices, respectively.




If all the elements of a matrix are zero, the matrix is
called the null matrix and is equated:

A=20

3. Matrix Addition, Multiplication, and Transposition

Matrices can be added only when they have the same number
of rows and the same number of columns. They are then said to be

conformable for addition (and subtraction). Matrices of different

orders cannot be added. For example the matrices

—

— 2
3 | L
and 6
1 5 9
5

are not conformable for addition, the first being of order 2 x 3 and
the second being of order 3 x 1.

The sum of two matrices A and B which are conformable for
addition, is a matrix C = A + B, each element of which is the sum of

the corresponding elements of A and B. Expressed in terms of elements,

c.. =4a., +b,. . (1)

For example:

37 7 6 3+2 1+6 5 7
+ = =
1 5 5 3 1 + 5 5+ 3 6 8

Matrix addition has the following properties

A+ B=B+A (commutative) (2)




A+ (B+¢C)=(A+B)+cC (associative) (3)

If B is the sum of n matrices, all equal,fo A, then

B=nA.
Expressed in terms of elements bij = naij, that is each element of
B is n times the corresponding element of A. More generally n can

be any number, not just a positive integer. The above equation then

defines scalar multiplication.

In the special case where n = -1,
B = -A
i.e. B is called the negative of A. Matrix subtraction is accomplished
by adding the negative of the matrix to be subtracted.
The product of two matrices A B is defined only when the
number of columns of A is equal to the number of rows of B. A and B

are then said to be conformable for multiplication in the order A B,

but not necessarily in the order B A. For example the matrices

2
3 1 &
A3 38, L5 g 6 ,
5

in that order, are conformable for multiplication, however they are

not conformable in the reverse order

2
3 1 L
B A = 6 ’
37123 1 5 9
5

Note that the two inner subscripts are equal in the first (conformable)

case and are not equal in the second (nonconformable) case.



The product of two matrices A and B, which are conformable
for multiplication, is a matrix C = A B whose (i, j)th element is
the sum of the products of the elements in the ith row of A and the

jth column of B, taken term by term. Expressed in terms of elements,

m
i Ty ik Bk (4)

where m is the number of columns of A and the number of rows of B.

For example:

3 ] Ut 2 3x2 + 1x6 + Lx5 32
C=AB = 6 = =
] 5 9 5 1x2 + 5x6 +9x5 77
Matrix multiplication has the following pf@perties
A (B+C)=AB+AC (distributive) (5)
(A+B) C=AC+BC (distributive) (6)
A (BC) = (AB)C (associative) (7)
However, in general,
AB#BA (not commutative) (8)
AB=AC does not imply B =C (9)
AB=0 does not imply A =0 or B =0 (10)

If A and B are square matrices such that A B = B A, then
A and B are called commutative matrices. Any square matrix will comute
with itself and with the identity matrix of the same order. Another
example of commutative matrices
-2 6 -8
[H
The matrix formed by interchanging the rows and columns of

another matrix A is called the transpose of A, and is denoted ATof

A'. For example, if



3 1 4
A =
1 5 9
and
3 1
B =11 5
4 9

then B = AT and A = BT. Expressed in terms of their elements,

L )
for i =1, 2, 3 and j =1, 2.
The transpose has the following properties
(AT)T= A (12)
(A+8)" = AT + 8 (13)
(nA)" = n AT (14)
(A B)T -8 A (note reverse order)l.  (15)

A square matrix which is equal to its transpose is called symmetric.

For example:

p—

5

is symmetric (AT = A). Expressed in terms of its elements

aij = aji (16)

For any square matrix A, the matrices (A + AT) and(AAT) will be

symmetric.



Lk, Determinants, Inverses and Orthogonal Matrices

Associated with every square matrix A is a number called
the determinant of A and denoted det A, or |A|.. If A is of order

n xn, its determinant is defined as

Al =2 (+ay, SYII a ) (17)
where the summation is over all n! permutations of i, j, . . .k,
where i, j, . . .k, are the integers 1 to n. A term in equation

17 is given a positive sign if the permutation involves an even
number of exchanges (one exchange occurs whenever a larger integer precedes
a smaller one) and a minus sign if the number of exchanges is odd.

Equation 17 can be expressed another way. |If the elements
in>the ith row and jth column of A are removed, then the determinant
of the remaining (n-1) x (n-1) matrix is called the minor of the element
aij’ and is denoted by [Mijl' The signed minor of aij is called the

cofactor of aij and is denoted by

| (18)

RS
aij = (-1) |Mij

The value of the determinant of a matrix A can be expressed as the

sum of the products of each element in a row or column of A times

its cofactor.

L]

n
| : . N
A E1 %k Yk (expansion along ith row) |(19)

o

1]
s

E1 3K K (expansion along jth column)

For example, for a 2 x 2 matrix from equation 17

a a
[Al= 11 12 - a

a1 y)

11 922 7 912 921



and for a 3 x 3 matrix from equation 19 expanding along the first row,

a2 A3
(Al =layy 8y, ayg| =ayy oy tagp o, tagg o,
a a a
31 32 33
_o (P22 Ca3| L, |2 23| |f21 f22
i, 12 Bl .
732 33 a3] a33 31 32
= ayy (a5, 835 = a3 ag,)
- Ay, (ay, 833 7 953 331)
*ayy (ayy ag, = ay, agy)
Determinants have the following properties
T
AT = |A] (20)
|A B = |A] [B] (21)

If the determinant of a matrix is zero, the matrix is called singular
(]A] = 0). If the determinant is non-zero the matrix is called

‘non-singular (|A] # 0).

If A and B are square matrices such that

AB=BA=1 (22)
-1

then B is called the inverse of A and is denoted B = A ~ (or
equivalently A is called the inverse of B and is denoted A = B-]).
Only nonsingular square matrices have an inverse. Singular matrices

do not have an inverse.

Given the matrices

1 2 3 1 2 3
A =] 2 5 7 B‘ =| 2 5 7
-2 =4 -5 -2 -4 -6
the values of the determinants are |A| = 1 and |B| = 0, therefore A is

nonsingular and has an inverse, but B is singular and does not have

an inverse.
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Systematic techniques for finding inverées of matrices are
an important part of matrix mathematics. Details of several different
methods are given in Ayers [1962] (particularly in Chapter 7).

One method will be described here. Another is described in Appendix D.

If A'is an n x n matrix, then ﬁhe matrix obtained by replacing
each element aij of A by the cofactor aji of the element aji (note the
reversed order of the subscripts) is called the adjoint of A, and is
denoted by adj A. For the matrix A given above, the matrix obtained

by replacing each element by its own cofactor is

-4 -5 -2 -5 -2 -4
3 -k
2 3 ] 3 ] 2
(-1)2*! (-1)2*2 (-1)2*3 =2
-4 -5 -2 -5 -2 -4 1 -
2 3 ] 3 ] 2
(_])3+| (_])3+2 (_])3+3
5 7 2 7 2 5
—d

and the adjoint of A is the transpose of this matrix

30 -2 -]
adj A= | -k Y
2 0 1

The inverse is related to the adjoint by

Al ad& A | (23)

In the above example |A| = 1, thus
3 -2 =1
ATl - S
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and

1 2 3 3 -2 -1 1
AaTl = 2 5 7 -7 1| = 0
-2 -4 -5 2 0 1 0

which satisfies equation 22.

Inverses have the following properties:

W hH <A
(A B)~] = B_] A_] (note reverse_order)
1 |
(k A) = E‘A
-1 -1 ]
A~ = |A] = TAT

(24)
(25)
(26)

(27)

If the inverse of a square matrix A is equal to the trans-

pose of A (i.e. A_]

A is orthogonal, so are AT and A_], and equation 22 becomes

A AT = AT A=1I

Examples of orthogonal matrices are

1/v2 -1/2 cos 9

1/V2 1/vV2 sin ©

If an orthogonal matrix is considered to be composed of row (or

column) vectors, then these vectors are orthogonal unit vectors.

For example the columns of A are

1/ ¥2 -1/ V2
x] = ‘ , Xz =
1/ V2 1/v/2
and
T T -
X] XZ = X2 X] =0
T o T _
X] X] = X2 X2 = ]

This property will be discussed in more detail in section 7f.

= AT) then A is called an orthogonal matrix.



5. Partitioned Matrices

A matrix can be considered to be made up of smaller parts,
or submatrices, which are themselves matrices. A matrix can be
divided or partitioned into smaller submatrices in many ways. For

example the matrix

1 5 9

could be partitioned into two row matrices

or into a square matrix and a column matrix

|
A= [A]iAé]

In this section the rules for multiplying, transposing and

3 1 4

15

!
|
I
|
| 9

inverting partitioned matrices will be discussed. |If two matrices

A and B are conformable for multiplication, then they can always be

partitioned so that the corresponding submatrices are conformable
for multiplication. [t is only necessary that the columns of the
left hand matrix (A) and the rows of the right hand matrix (B) be

partitioned in exactly the same way. For the example A B, where
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The most appropriate partitioning is

! 1
1 0 3 ‘ B]
AB = I 0 1 = [A] A?] L
o 11 — - ;- B,
! 15
1 0 1 0 3
= A B, +A B, = + ( ] 5]
P 2 2 0 1 0 1 ] )
1 0 3 15 4 15
= + =
0 ] ] 5 ] 6
However, these matrices could also be partiticned
~ ‘l 1 1 0
1 0 3 — T A A B B
ap=b L -4 o] = 1 12 1N 12
o1 Ao Ao Bor B
15
M Bt A B Mo B2 R B
Par By T Ay By At Bia t P By
1 + 3 0+ 15 4 15
0+ | 0+ 6 1 6

Note that the submatrices follow the same rules in matrix multiplication
as do elements of a matrix, subject only to the necessary condition
that corresponding submatrices must be conformable for multiplication,
and the order of the submatrices in a product must not be reversed.

In transposing a partitioned matrix, the submatrices again
follow the rules for transposing elements of a matrix, with the
important addition that the submatrix itself must be transposed. For

example
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| T A
o] - 25

The inverse B of a square non-singular partitioned matrix A

can be written as another partitioned matrix, with the submatrices of
the inverse B functions of the submatrices of the original matrix A.
There is a restriction on the partitioning of A; the submatrices along
the diagonal must be square and non-singular. |If A is partitioned
into four submatrices, then B will also be partitioned into four
submatrices, each of the same order as the corresponding A submatrix.

Since B is the inverse of A

A B=B A=1

A]l AIZ Bll B]Z 1 0
mm mn mm mn mm mn
s Y %21 522 0 .
nm nn nm nn nm nn
where !A]l! # 0 and |A22| #0 (i.e. A]] and Asy have inverses).

Utilizing the rules of matrix multiplication

Ary By * Ay By = I (30)

App Big ¥ Ayp By =0 (31)

Aap By t Ay By =0 (32)

Ay Biy * Ay, Byy = I (33)
Similarly, B A =1 can be expanded to give

Biv Ay B Ay = I (34)

Biy A, + By Ay, =0 (35)




Byy Ay * By, Ay =0 (36)

Byy Ay * By, Ay = I (37)
From equations (34) and (35)

By = (A = Ay Ay Ay (38)

B, =~ By A, A;; . (39)

From equations (32) and (33)

R
Boy = = Ay Ayp By (40)

S I -1
Byg = Ayp t Agp Agp By App Ay (41)

Alternatively from equations (30), (31), (36) and (37)
=1 -1 -1

B = Apyp A Arg Bag Agp Ay (42)
By = - A A1z Bao (43)
By1 = = Byy Ay A (44)
By = (g = Ay A;: AIZ)-] ' (45)

6. The Solution of Linear Equations

a) Rank of a matrix

A smaller submatrix can be obtained from a matrix by discard-
ing some of the rows and columns of the original matrix. Each submatrix
of a partitioned matrix is a special case of this, in which the dis-
carded rows and columns are adjacent. More generally, the discarded rows
and columns need not be adjacent. For example discarding the third and

fifth rows, and the fourth column of the matrix
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2 -1 2 5
|1 3 -1 -3 ]
gives the submatrix
1 2 1
3 2 1
2 -1 2

The rank of any matrix, which need not be square, is the
order of its largest square non-singular submatrix.

In the above example the original matrix is of order 5 x L4,
The largest square submatrix is 4 x 4, However, in this case, all
possible 4 x 4 submatrices have zero determinants, and thus are
singular. The determinant of the 3 x 3 submatrix found above is not
zero (it is -10). Therefore, the order of the largest non-singular
matrix in this case is 3 x 3, and the rank of the original matrix is
3. The systematic method of determining the rank of a matrix is
known as ''reducing the matrix to canonical form', and will not be
covered in this review (see Ayres [1962], chapter 5 for details).

Rank has important applications in the solution of systems
of linear equat}ons, which will now be discussed.

b) Systems of linear equations in matrix notation

The set of m linear equations in n unknowns (xi)can be

written out explicitly as:
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a]] x] + a]2 x2 e e e e e a] X = b

n’n 1
32] x] + a22 x2 e e e e e e a2n xn = b2
aml x] * amz x2 amn xn - bm

where the coefficients aij and constants bj are known.

In matrix notation this can be written as

m n nX] = mB]
or simply
AX =8 (46)
where
- - - - -
ajy Ay, - ) X b, ]
A=l ag 32 aon | X=X | o B=] By
aml am2 T amn an _bmd

and A is called the coefficient matrix, X is called the unknown vector,

and B is called the constant vector.

The augmented matrix of the system is formed by attaching

the constant vector as an extra column to the right-hand side of the

[+ 4]

The system is called homogeneous if the constant vector is

coefficient matrix, as:

zero (B = 0), and non-homogeneous if the constant vector is non-zero

(B #0).
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c)

Systems which are inconsistent

If the rank of the coefficient matrix is equal to the rank

of the augmented matrix, the system is said to be consistent.

geneous systems are always consistent.

there is no solution for X.

Homo-

If the system is not consistent

The simplest example of an inconsistent system of equations

X =
X =
There is obviously no solution for

equations.

1
2

x which will satisfy both these

In this case the coefficient and augmented matrices are

1 ‘ |
A R [A !
1 I

having ranks 1 and 2 respectively.

Another example of a non-homogeneous system which is inconsistent

2x] - 5x2 =0

In this case the coefficient and augmented matrices are

1o-2 12 11

i .
A = 2 -3 4 ,[A;B]= 2 -3 4! g
2 -5 0 2 -5 0.0

having ranks 2 and 3 respectively. Because the ranks are different,

this system is inconsistent. In fact the first two equations can be

combined to eliminate x

3

to give
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2x] - 5x2 = =]
but the third equation is
Zx] - 5x2 = 0

which are obviously inconsistent.

d) Systems having a unique solution

If the rank of the coefficient matrix is equal to the
number of unknowns (the number of rows in the unknown vector X),
then there is one unique solution. For homogeneous systems this is
the trivial solution X = 0. For non-homogeneous systems having square
coefficient matrices (the number of equations equals the number of
unknowns) this means the coefficient matrix is non-singular (|A] # 0)
and therefore, has an inverse. In this special case the solution is

given by:

X=A "B . (47)

For non-homogeneous systems having rectangular coefficient matrices
(more equations than unknowns), this means that the matrix
AT A

is non-singular (|AT Al # 0), and therefore has an inverse. Thus

the solution can be obtained by

AX =8
AT Ax=a"B
x= (AT A s (48)

(We will meet this solution again when we discuss the method of least
squares, which is concerned with obtaining the best average solution

from an inconsistent non-homogeneous system of equations.)

An example of a non-homogeneous system having a unique

solution is



X; - 2
2x] - 3x
2x] - 5x

The coefficient matrix is
1
A = 2
2
which is non-singular (|A| = 2),
Solving this system gives
7 -1/2
x=a"B=]| 2 0
-2 1/2
or x, = 2, x2 =1, x3 =1 is the
e) Systems having an

20

X, *+ X

+ Lx

+

2 2x

3

and therefore has an inverse.

-5/2 1
5
]

1/2
unique solution.

infinite number of solutions

If the rank of the coe
number of unknowns, then for bot
systems there will be an infinit
n unknowns, and the rank is r, t
chosen so that the coefficient m
When these (n - r) u

of rank r.

values, the remaining r unknowns

fficient matrix is less than the
h homogeneous and non-homogeneous
e number of solutions. |If there are
hen (n - r) of the unknowns may be

atrix of the remaining r unknowns is

nknowns are assigned any whatever

will be uniquely determined.

An example of a non-homogeneous system having an infinite

number of solutions is:
x] - 2x2 + x3 =1
2%y = 3%, *+ 4x3 =5
2%y = 5x, = -1
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The coefficient matrix is:

1 -2 1
A =12 -3 4
2 -5 0

and has rank 2. By assigning one of the unknowns (in this case x3) an
arbitrary value, the other two unknowns are uniquely determined. In

fact, the equations can be combined to give:

7 = 5x

1]

X

1 3

X, = 3 - 2x

2 3

The table below summarizes this discussion of linear

equations (A X = B).

oo
IS
0
X X C
2
(] | e
3 O 0O 0 >
o] + ——— o— —
n O N FERNE RN ENG)
3 C c o 33 3w
8 & 24 5070 o
Value of L8 Rank of i Rang ?f 9999
Constant v E Augmented e Coefficient oovocE
Vector B %-E Matrix 58 Matrix =T =T
9is [A B] olc A ] el B
c 33
B#O0 ) # rank A . --- ®
B#0 ] = rank A o = dimension of X .
B#0 ® = rank A ’ < dimension of X L
B=0 ] = rank A ] = dimension of X o
B=20 ° = rank A o < dimension of X o

7. Linear Transformations

The matrix equation

Y = A X (49)
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where A is a matrix and X and Y are column vectors, can be regarded

as a linear transformation, in which case the matrix A is called the

transformation matrix. There are two related interpretations of

such transformations. The first is that both X and Y are different
vectors whose elements are referred to the same coordinate system,
in which case the transformation matrix describes the coordinates of
Y in terms of the coordinates of X, or the operations which must be
performed on X to transform it into Y. The second interpretation is
that both X and Y are the same vector, however their elements refer
to different coordinate systems, in which case the transforﬁation
matrix describes the relationship between thg two coordinate systems,
or the operations which must be performed on the coordinate system to
which X refers to transform it into the coordinate system to which Y
refers.

Both of these interpretations of linear transformations will
be of interest.

The discussion will be restricted to transformation matrices
which are square and nonsingular (|A| # 0) in which case the inverse

transformation exists, so that

This restricted class of linear transformations are called projective
transformations.

a) Orthogonal transformations

Within this class, transformations may be grouped according
to the effect they have on the length of the vectors they are trans-

forming.
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There is a class of transformations which leave the lengths
“of vectors unchanged. The square of the length of a vector is given

by XTX. For example, if

>
._l
>

1
1

X

X

N
| I—
X

]

X

+

X
NN

For a transformation Y = A X to leave the length of the vector unchanged,

then it must also leave the square of the length of the vector unchanged,

or

YTy =x"x (50)
but

Y =AX
Therefore

Yiv=(ax)Tax=x (A" A) x
Therefore, AT A = I, that is the transformation matrix must be ortho-
gonal. In this case the transformatién is said to be an orthogonal
transformation. Orthogonal transformations leave the lengths of
vectors unchanged.
There are two kinds of orthogonal transformations, called

reflections and rotations. Rotation matrices are proper orthogonal

matrices (that is |A] = + 1).

b) Reflections

Reflection matrices are improper orthogonal matrices (that
is |A| = - 1) which consist only of diagonal elements, an odd number
of which are -1 and the rest +1. Any improper orthogonal matrix can

be expressed as the product of a rotation and a reflection.
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An example of a reflection in two dimensions is
] 0
0o -1
Expressing Y = A X explicitly and accepting the first interpretation
of the transformation (that the coordinate system is the same, and

the vector is changed);

1 EN
Y2 T 7%
This concept is illustrated in the rectangular coordinate system (u,v)
v 4
(].,,)(1)
J >
(9, %2)

The second interpretation (that the coordinate system

changes and the vector remains the same) is depicted below.

v

(21, %2) 4//////////,,(9,, )

b S

- > "
w
WA
original coordinate system transformed coordinate system.

c) Rotations

An example of a rotation in two dimensions is:
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cos® - sin®
R = (51)
sind cosb
I1lustrating the first interpretation (the vector is transformed) in

two dimensions:

v 4

(Y, 1s)

A
. (xll)xl>
) <
¢
i
From the diagram

x] = r cos ¢
X, =r sin ¢

y, = r cos (¢+8) = r cosd cos® - r sinp sind

Y, =T sin (¢+6) = r cos¢ sin® + r sing cosH

or
Y cosB -sinb X,
Yy sind cosH X,
Note that R is orthogonal (R R' = I), that is
T fcos 6 -sin 6 cos 6 sin 6
RR = =
" |sin B cos B]|-sin 6 cos B
2 . 2 . .
cos O + sin’® sin 6 cos 6 - sin 6 cos® 1 0
sin 6 cos 8 - sinb coshH cosze + sinze 0 1
This means that the inverse transformation of R is RT. We confirm

this by noting that a negative rotation
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cos (-8) =-sin (-8) cos B sin 6
T
R(-8) = = =R (o)
sin (-6) cos (-8) -sin 6 cos 6
results in a rotation matrix which is the transpose of a positive
rotation. The product of a positive rotation followed by the same

negative rotation is, of course, no change at all, or the identity

transformation. ‘It is a rule for rotation matrices that

R (8) = R' (8) =R (-8) (52)

See the figure below for the illustration of the second

interpretation of a rotation (the coordinate system is transformed)

in two dimensions.

/74
o ' ""”i”“/.
X2 T 7 Coordinate
. / System
e -
e |
’ To‘fa'{'ecl

3, /Cao rdinate
system

Note that the two interpretations are related by the obvious fact
that a rotation of the vector is equivalent tothe same rotation (but
in the opposite direction) of the coordinate system. We will now

consider the rotation of three dimensional coordinate systems.

In two dimensions there is only one plane in which rotations
can be made; in three dimensions there are three such planes, one
perpendicular to each of the three axes of rectangular coordinate
system (u, v, w). Consider a rotation in the uv plane, perpendicular

to the w axis.
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j
a2
g
v

Wy

In this case the w axis is called the rotation axis. For a right

handed coordinate system such as the one shown, a positive rotation
is defined by the right hand rule as follows: when the rotation

axis is grasped by the right hand such that the thumb points in the
positive direction along that axis, then the fingers point in the
direction of positive rotation. Positive rotations are counterclock-
wise when viewed from the positive end of the axis. The rotation

shown is positive. The rotation matrix in this case is

cosb sind 0
R3 (6)2 [-sind cosb 0 (53)
0 0 ]

where R3 (8) denotes a positive rotation of angle 6 about the ''3 -

axis'' (or w axis in this case). The other two rotation matrices are
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1 0 0
R, () = 0 cos 6 sin 6 (54)
0 -sin 6 cos ©
cos 0 0 -sin 6
R, (8) = 0 1 0 (55)
sin © 0 cos ©

These rotation matrices define a counterclockwise rotation when
applied to the rotation of right handed coordinate systems. They4
define a clockwise rotation when applied to the rotation of left
handed coordinate systems.

Note that the two dimensional rotation matrix given in
equation 51 can be replaced by the three dimensional rotation matrix

R3 (-8) given in equation 53, that is

7 a
Yo | = R3 (-9) X,
0 0
where
cosb ~sind 0
R3 (-8)=|sind cos6 0
o o

The transformation which results from several rotations is

represented by the product of the rotation matrices representing the

%
individual rotations. Successive rotation matrices are applied to

the left of this product. For example let us consider what happens

to a coordinate system subjected first to R, (90°) then to R, (90°).

1

* See Appendix C for an algorithm to compute the product of a sequence
of rotations and reflections.
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. Do

A

vl H R, (1) [ﬂ R, (1) R, (1) M
"

w

Sy

Applying the rotations in the reverse order gives a different

result, which is a consequence of the fact that matrices do not commute.

Aw

 $

v

origima m R, (46) m R, (19) Ru(7%) [Zﬂ
L L 478

v

d) Scalar transformations

So far, we have discussed only orthogonal transformations,
which leave the length of the vector (or the scale of the coordinate
system) unchanged. There is another special class of transformations
which changes vector lengths (or coordinate scales), but produces the
same change in length (or scale) whatever the vector. Such trans-

formations are called scalar transformations and have matrices of the

form

so that
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can be written
Y = k X

e) Affine transformations

Projective transformations which are neither orthogonal
nor scalar are called affine transformations. The effect of an affine
transformation on a specific vector Gan be reproduced by a specific
orthogonal transformation plus a specific scalar transformation.
However, the effect of affine transformations on different vectors
will, in general, be different. Therefore, different orthogonal and
scalar transformations will be required for each vector, to reproduce

the effect of the affine transformations. For example

2 2
A =
3 ]
is the matrix of an affine transformation which affects the vectors
]-
X. =
] 0
N
and
]-
X =
z2 1
4
in different ways.
5]
Y, = A X, =
1 1
3
o
4
Y, = A X, =
2 2 4
d
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(4,4)

(2,3)

(1,1)

8 (1,0

In the first case, the affine transformation can be reproduced

")) and a stretching (k = V13 ), having

by a rotation (8 = tan 5

transformation matrices

cosH -sinéﬂ 2// 13 -3/ V13
R, = =
] sind cosh 3/ V13 2/ /13
—
[« 0 V13 0
s, = =
' 0 k 0 /13
L ..
so that
P-z —3
S, R, =
1 1 3 2
b
and
2 -3 1 2
S R, X, = =
1T 1 71 3 2 0 3

which equals Y] above.

In the second case only a stretching (k = 4) is required,

so that

which equals Y2 above.
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Further discussion of affine transformations will be

restricted to the special case in which the transformation matrix
is symmetric. This class of transformations has useful properties
leading to many important applications. An example of a symmetric
affine transformation is

5 3

A =

3 5
which changes the vectors [é] and {u in different ways as shown below.
(Note, it is only a coincidence that both this and the previous example

leave the {:] vector changed only in length).

(8, ¢)

(5,3)

0

- (')9)

«

f) Eigenvalues and eigenvectors of symmetric matrices

A problem which often arises concerning a given linear
transformation matrix A is to find the vectors X which will be
changed in length but not in direction by A (for instance the vector
{}] in the examples above). Expressed in equation form, this

problem is, given A find X and X such that

AX=2xX| (56)

Solutions will exist for any A, but this discussion will be restricted
to non-singular symmetric matrices A.

The above matrix equation can be rewritten as

(A-X2T)X=0 (57)
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which is a system of homogeneous equations. As shown in the section on
linear equations (section 6e), a non-trivial solution for X exists
only when the rank of the coefficient matrix (A - A I) is less than

the dimension of X, that is when (A - A I) is singular, or

|A - A I|= 0 (58)

This equation is called the characteristic equation of the matrix A,

and serves to determine n values of A, where n is the order of the
matrix A. These values of A are called the eigenvalues (or character-
istic roots or latent roots) of the matrix A. For example, the

symmetric matrix

5 3
A =
3 5
has the characteristic equation
(5-3 3
A -2 Tl = (507 -9 =0
3 (5-2

or
AZ - 10A + 16 = 0
which has the solutions A] = 8 and Az = 2, that is, the eigenvalues of
A are 8 and 2.
For each eigenvalue Ai there will be a non-zero value of X

that satisfies equation 56, and these are called the eigenvectors (or

characteristic vectors or latent vectors) of A corresponding the
eigenvalue A.. For example, for A= 8

5 3 8 0 X -3 3 X,
(A - AI)X = - = =0

3 5 0o 8 X 3 -3 X
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The rank of the coefficient matrix is one less than the number of
unknowns, therefore, as we found in the section on linear equations

(section 6e), we must specify one of the unknowns (x‘, x,) arbitrarily,

2
and the remaining unknown will then be uniquely determined. In this
case if X, = ¢ then X, = ¢4 also, and equation 56 is satisfied by

1

E:], that is the eigenvectors of A are C] [:] and C2 [-{]. These

are the vectors which are changed by A only in length and not in

] . . _ _
X, = < [{] where ¢, is any constant. Similarly for AZ = 2, X2 =<,

direction.

c, are chosen so that the

Often the arbitrary constants s Sy

eigenvectors have unit length (or are normalized). This condition is

expressed by

T
X X =1 ’ (59)
For X]
c
XTX = [c] c]] ! =cy*tc)= 1 or c, = .
c] V2
and
X 1/ V2
X] =
1/V2
Similarly for X2
X -1/V2
X2 =
1/V 2
and
A X] = A] X]
. . (60)
A X2 = AZ X2




35

Equations 60 can be combined

o . A] 0
ALK R = 1R R,
0 A
2
or
AP=PD (61)
where i _
3 /72 -1/ v2
P =X X1 = i
b2 Wz vz
and
A] 0 8 0
D= =
0 XZ 0 2
Because the two eigenvectors are orthogonal unit vectors, that is
T T
X] X2 = X2 X] =0
T T
X] X] = X2 5 = 1

it follows that P is an orthogonal matrix, that is

PT P=1I
Explicitly
XT
T Lol R | R
P P= : 2] [X] X2] = - [X] XZ]
X
2
I N T
X] X] X] X2 1 0
= = =T
N A AT A
'Xz X] X2 X2 0 ]

Orthogonal matrices are nonsingular, so the inverse of P exists (in
T . .
), therefore, equation 61 can be rewritten

Pl ap =0 (62)

fact P_] =P

or
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Now two square matrices are called similar if there exists
a non-singular matrix R such that
R AR =B

Two similar matrices have the same eigenvalues. If R is orthogonal,

A and B are called orthogonally similar. Every symmetric matrix A is

orthogonally similar to a diagonal matrix D. From the discussion
leading to equation 62 it is evident that

a) the elements of the diagonal matrix D are the

eigenvalues of A and

b) the columns of the similarity transformation matrix P

are the normalized eigenvectors of A.

g) Quadratic forms

We have seen that the square of the length of a vector X is

given by the form:

XT X = xz + ... .+ xz
n
More generally, any quadratic polynomial in (x‘, Xps o - xn)

can be represented by the quadratic form

X' A X (64)

where A Is a symmetric matrix called the matrix of the quadratic form
whose elements are obtained from the polynomial coefficients. There
are Important applications of quadratic forms in statistics and the

method of least squares.

Quadratic polynomial equations can be written in matrix

notation as

XU AX=k ~ (65)

where k is the value of the quadratic form.
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For example the quadratic polynomial equation
2 2
Sx) + 6xl X, * sz -8
can be written as

T 5 3 X
X AX = [xl x2] = 8
3 5 Xy

(Note that A could be written [g g] but that the cross product

coefficient is split in two halves to make A symmetric).

An important property of quadratic forms is that every
quadratic form can be expressed as a sum of squares by a suitable
change of variables (linear transférmation).

If X has been obtained from some other vector Y by the ortho-

gonal transformation

X=BY (66)

then the quadratic form is

X" Ax=(BY) ABY) =Y (8" AB) Y=k

where the value k of the quadratic form has not changed since 8 is an
orthogonal transformation.
For Y (BT A B) Y to be a sum of squares (y?) and have no

cross product terms (yi Yj) then

8 A B =D

where D is a diagonal matrix.

However, since A is symmetric, it will be orthogonally similar
to the diagonal matrix D whose elements are the eigenvalues of A. In
this case B must be the orthogonal matrix whose columns are the

eigenvectors of A, and

Y DY =k (67)
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For the above example it has already been shown that

1/V2 -1/V2 8 0
B = and D =
1/ V2 1//2 0 2
therefore
2 2
Sx] + 6x] X, 5x2 = 8
can be written
2 2
8y] + 2y, = 8
or
y2
2 _
it sl
where
vy=8"x=58"x
or
Y /vV2 1/V2 X,
Y, -1/vy2 /2 X,
2
Yo

Note that y? + I = 1 is the equation of the ellipse having semi-
axes of lengths 1 and 2.

What has been done geometrically? The equation for an
ellipse was given and referred to a coordinate system whose axes were

not coincident with the axes of the ellipse.

A, A

e R A PN RN

/ -

( LV
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The coordinate system was then rotated counterclockwise by 45°
(which is equivalent to rotating the ellipse clockwise by 45°) Qsing
the rotation matrix
1/V2 -2
B = Ry(-b5?) = |
1/v2 1/vV2

and the transformation

Y = B x=BTx=R(u5°)x

3
to give a new coordinate system aligned to the axes of the ellipse
Ax .
2 g,
4

B= 45°

2
Bgf + 2y, =8

The axes of the new coordinate system are the elgenvectors
of A (the matrix of the original quadratic form). The semi .axes a.
of the ellipse are related to the eigenvalues Ai of A and the value

of the quadratic form k by:

a? = X% (68)

In our case k = 8, and A, o= 8, 2 so a; = 1, 2.

Quadratic forms are classified into five value classes

which depend on the eigenvalues of the matrix of the guadratic

form.
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EIGENVALUES OF A VALUE OF XT A X VALUE CLASS
all positive positive for all X positive definite
all negative negative for all X negative definite
all positive or zero positive or zero for all X positive semi definite
all negative or zero negative or zero for all X | negative semi definite
some positive, some negative positive for some X,W indefinite
negative for some X.j

Positive definite quadratic forms have important properties of

interest.

8. Differentiation of Matrices and Taylor's Series in Matrix Form

a) Derivative of a matrix

Assume the elements aij of a matrix A are differentiable
functions of a variable x, rather than numbers as has been assumed so

far; for example

Then the derivative of A is defined as the matrix whose elements

are derivatives of the corresponding elements of A, for example

daj;  da,
dx Cdx
d A - (69)
dx da da
21 22
dx dx
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b) Derivative of a matrix product

If A is the product of two other matrices B and C, whose
elements are also differentiable functions of x, then
A=BC

and the (i, j)th element of A is given by

a,.=1Lb, c .
i] K ik kj
so that
d _d
ax %) T ax | Pk g
d
T SIDCY
e o)
T2 ECi % T P g
7d d
= i&a';(bik)ckj T a'Z(CkJ).
. . . dB dC
The first summation is a;-C and the second B I Therefore,
dA _ d(BC) _ dB dC
ax - dx T ax v Bax - (70)

If C is non-singular, it has an inverse and

B=AC
From
SR SR AT &
S o macTh (71)

(Note that both the above results are analogous to the scalar formulae
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for a = bc and b = a/c, except that in the matrix case the order of
the terms in each product must not be altered).

c) Partial differentiation

Consider now a column vector Y, whose elements are functions
of several variables (x], Xor o o xn). Let X be the column vector

whose elements are these variables for example:

Y (x], Xy x3) X,
Y = and X = Xy
Y (X, Xos X) X
2 1 2 3 3
. oY, cyy 2y,
Now the derivatives of y, are 7;;;- , 8x2 , 3x3 Adopt the
convention that these derivatives form a row vector, denoted by
-
dyy | 2y 3y,
dX ax] axz E)x3.J
Then by this convention
q
3\/] oy] By]
Bx] 8x2 3x3
Y
Y = (72)
ayz ayz 8y2
BX] 3X2> 0X3

the (i, j)th element of which is

Byi

d X,
J

The total differential of Y is given by:

3Y
dy=—% dX (73)




43

where dY and dX are column vectors.

When X and Y have the same order, the matrix i;§‘ is square
c

and is called the Jacobian matrix of the transformation of X into Y,

and its determinant is called the Jacobian of the transformation.

d) Derivative of the guadratic form

In the quadratic form
k=X AX
the elements of the matrix A are considered as constants, and the
elements of the vector X as variables. The derivative of the quadratic
form is
dk = dX" A X + X' Ad X
but the value of each of these terms is unchanged after transposition,

therefore

axm A x = (dx"ax) =x" Al ax
and

xT AT dx + x| A dx

(o1
=~
]

but A is symmetric (AT = A) so
dk = 2X" A dx

or

d T LT
T (X" AX) = 2X' A (74)

e) Taylor's series in matrix form

Given a single function f(t) of a single variable t, and a
known value of this function f(a) at t = a, then values of the

function at t = x are given by Taylor's series

2f o 'f (x=a)" 1 % n
f(x) = f(a) + (x-a) + . . + — + — [ (x-t) f(t)dt
gt a 5 ¢n nl! n a



Ly

For values of x close to a the linear approximation is used.

s

f.'

Ll (x-a) (75)

f(x) = f(a) +

Q

a

The geometric meaning of this equation is that f(x) can be
linearly approximated from a known value f(a) and the known slope of

the f(t) curve at a, as shown below:
K¢) r

Khowa slope of curve
2 f
;(at « C2f )

lineav Tavlov sevies
qppfoﬂmm‘l"lon +v  F(x)

khou n «F(A.) ~ -

Frue FOO b o

If f is a function of more than one variable, say f(x], x2)
and its value is known at Xp = Ay, Xy = a,, then for values of

(x], xz) close to (a], az) the linear approximation is

3 f o f
Fleg, %) = flap, ay) + X, (x)=a)) + X, (xy-a,)
a;, a, a;, a,
Setting
X X, - a a
A B IR e O B I
%2 I )
3f=~ o f e f
9 X ax] sz
Then
o af '
f(X) = f(x°) + = AX (76)
XO
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|f we now have more than one function of X we have a set

of equations

af,
f (X)=f] (X)+ax X
X
af2
f, (x) = f, (x°) + = ) AX
X
Setting —
2 f af, |
] ]
fl 9 X 0 X
o 5 F _ 1 )
’ eX
i 5 f, 8 f,
2 bax] BXZJ
Then
F(X) = F(X°) + 3—; ax |. (77)
XO

This is the Taylor's series linear approximation in matrix form.
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1) _MATRIX NOTATION AND DEFINITIONS (section 2 in notes)

1) Which of the following matrices are square matrices?

Which are row matrices? Which are column matrices? Which are none

of these?
a) |3 1 4 b) |2
1 5 9 6
5
c) cos B -sin © d) [7 8]
sin © cos O
ey 1 0o o fn [3 4]
0 1 0
_0 0 0
9) [ 2 1 o h) 5
3 2 1 0 6
2 -1 2 0

2) Which of the following matrices are diagonal matrices?
Which are scalar matrices? Which are identity matrices? Which are

none of these?

a) [3 1 & b)[a 0 0O c) [-1 o o]
1 5 9 0 b 0 o 1 0

0 0 ¢ |0 0o 0

1 o o o e) |3 0 &1 o o]
o 1 0 0 0 3 o 1 o0

0 0 1 0 0 0 1

L. -
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2)  (cont'd)
g) |1 0 h) [k 0o o0
0 1 0 k 0
0 0 k
Answers: 1) square c, e 2) diagonal b, ¢, e, f, g, h
row d, f scalar e, f, g, h
column b, h identity f, g
none a, g none a, d

1) ADDITION, MULTIPLICATION AND TRANSPOSITION (section 3 in notes)

3) From the following matrices, match those that are

conformable for matrix addition, and add them.

3 1 4 2 12 3
A = B=|6 C =
1 5 9 5 55 6
[ 3] (2 6
D= |2 E = F o=
L3 1 5 5 3

L) Multiply each of the following matrices by the scalar

indicated.

a) [3 1 &4 b) [3 1

5) From the following matrices, match the four pairs that

are conformable for matrix multiplication, and multiply them.
3 1 4 2 3 1
A= s=l6l c=[1 5 o=[1 2 3 ]

1 5 9 15 L 9

0 2
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6) Which of the following pairs of matrices are

communicative under matrix multiplication (| e. AB=BA)?

a) [u -2 [3 -] b)
6 2] |3 2

7) Show that (A B)T -8 A" for the following pairs of

2
a) [3 I L;] ) b) I:A -z] {4 -1]
1 5 9
5 6 2 3 2
8) Which of the following matrices are symmetric?
a) |3 ] 4 b) 3 1 c) 1 ol d) 3 0
1 5 9 1 5 0 1 | 3
L 3 7 3 5 7
Answers: 3) A+ C = B+D=|38 E+F =
5 10 15 8 6 8
9 3 12 [3k &
L) a) b)
3 15 27 ) k 5k

32 - 10 8 21
5) AB = DC =[-17 | ca=1|8 26 k9
- 21 L9 97

matrices.

6) a, b, c



51

Answers (cont'd):

7) a) [32 77] b

~——

8) b, c

I11) DETERMINANTS, INVERSES AND ORTHOGONAL MATRICES (section 4 of notes)

9) Find the determinants of the following matrices. Which

are singular? - -

3 2 6 Esl
a) b) c)
1 s |5 3 2]
A1 2 311 2 3198 2]
2 5 7 2 5 7 4|
-2 -4 -5 -2 -4 -6

10) Which pairs of the following matrices aré inverses of
] -1

each other? (Prove by showing A A =A A =1I).
3 0 ] ] 12
A-_- B= =
0 5 0 L 2 5
1/3 0 1 5 -2
D = E = =
o 1/5 0 | -2
] 2 3 3 =2 -1
G =] 2 5 7 H =|-4 -1
-2 -4 -5 2
11) Show that (A B)-] =8 a7 for the following pair
of matrices.
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12) Which of the following matrices are orthogonal? (Prove

by showing A Al = AT A = T).

a) {cos (B) -sin (8<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>